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1 Abstract

The study of architectural art history has greatly
benefited from innovative, computer-aided ap-
proaches in recent years. From high resolution two-
dimensional (2D) photos of building edifices, to
three-dimensional (3D) models of entire structures,
these emerging techniques are laying the founda-
tion for new methodologies in researching architec-
ture (Lutteroth and Hoppe, 2018; Sapirstein, 2016).
Provided the three-dimensional nature of buildings,
research projects have appropriately focused upon
techniques that produce digital replicas of their
forms, such as Structure-from-Motion (SfM) Pho-
togrammetry and Terrestrial Laser Scanning (TLS)
(Lercari, 2016). However, one critical aspect in
the study of architecture has largely been dormant
since the emergence of these technologies, namely,
the computer-aided description of architectural ele-
ments. 2D images and 3D models were the logical
first steps in devising new methodologies for iden-
tifying architectural elements, providing precise
calculations of their dimensions and structures, but-
tressed by the unique capability to virtually study
a building. What normally follows is a traditional
text description of the discoveries achieved by the
employment of these techniques, relegating these
digital applications as mere means to a more en-
lightened end. The lamentable result is a digital
purgatory of 3D models awaiting their fate in repos-
itories or online databases.

This paper presents one aspect of a larger project
seeking to utilize 2D images and 3D models as
essential components of a search engine for archi-
tectural elements. These digital objects can serve
as reference points for future research in architec-
tural art history and archaeology. What is required,
is a systematic identification of the elements them-
selves using text descriptors, in order that the digi-
tal representations of the elements can be efficiently
explored. In many ways, this avenue of research

is an evolution of Passonneau et al. (2008), which
had expert and non-expert annotators chose phrases
from longer textual descriptions with which to in-
dex paintings in a collection. For this purpose, we
implement the methodology of recent research (Wu
et al., 2021) as the foundation of the link between
text and the digital representation. The work by
Wu et al. (2021) represents an important step in
integrating 3D models, collections of photographs
and written descriptions of historic building using
state-of-the-art machine learning methods. Given
a multi-modal collection of cathedrals, the model
learns to detect and classify 11 kinds of architec-
tural objects, for example portals and columns.
These classes of objects are however limited by
which terms terms are frequently associated with
images in the original source.

In this paper, we take a closer look at the first
two steps in their workflow; (1) curating images
and their descriptions from large, open-source col-
lections and (2) selecting the vocabulary of archi-
tectural elements for the machine-learning model
to classify. We argue that these are important de-
sign decisions that have ramifications for the output
of the model down the line. Both Wu et al. (2021)
and the authors of this paper source their images
from Wikimedia Commons. While Commons is a
free and abundant source of images, the indexing
and naming it provides for individual images is
comparatively limited and unsystematic.

Our case study, like Wu et al. (2021), is abstract
as it is neither limited to a specific building, nor a
design implemented by a specific architect. Rather,
it is a collection of baroque monumental buildings
largely built between the late 17th and mid-18th
centuries, ranging geographically from Portugal
to Russia. In effect, we construct a new collec-
tion which parallels the one introduced in Wu et al.
(2021). The majority of the collection consists of
2D images, though this could be supplemented in
future research by existing high-resolution TLS



models of historic buildings in the German city of
Dresden, such as the iconic Zwinger.
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