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Recall: text-document matrix, distributional dissimilarities and Correspondence Analysis
:

TEXT-DOCUMENT MATRIX

The term-document matrix N = (n;x) counts the occurrences
of terms ¢ =1,...,n in documents k=1,...,p

Exemple: distribution of n = 643 verbs (after lemmatisation) in the
p = 11 chapters of Book I of “An Inquiry into the Nature and Causes
of the Wealth of Nations" by Adam Smith (1776)

abandon abolish abound abridge abuse accelerate
Chapter 1 0 0 0 3 0 0
Chapter 2 0 0 0 0 0 0
Chapter 3 0 0 0 0 0 0
Chapter 4 0 0 0 0 1 0
Chapter 5 0 0 0 0 0 0

Table: transpose of the term-document matriz N = (n;)
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Recall: text-document matrix, distributional dissimilarities and Correspondence Analysis

OMNIPRESENCE OF THE TEXT-DOCUMENT MATRIX IN TEXTUAL QUANTITATIVE STUDIES

® distributional "chi2" dissimilarities between documents

DX="1 ) filgin—au)?

® weighted multidimensional scaling (MDS) on DX (and dual MDS on

dissimilarities between terms): Correspondence Analysis
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® Latent semantic analysis, topic modelling, etc.
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Recall: text-document matrix, distributional dissimilarities and Correspondence Analysis
:

THE DISTRIBUTIONAL HYPOTHESIS

The success of the methods based on text-document matrix
(initiated by Benzecri (1973) and others) may be explained in
part by the distributional hypothesis (Harris 1968; but also
Bloomfield (1933), de Saussure (1916), and many others).

Distributional hypothesis postulates an association between the
distributional similarity and semantic similarity of terms
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Semantic similarity between terms
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Semantic similarity between terms
:

A LARGELY OVERLOOKED METHODOLOGICAL LIMITATION:

(PARTIAL) SYNONYMY

A largely overlooked restriction in term-documents matrices
(and categorical variables in general) is to consider that two
terms ¢ and j :

e are either completely different

e or completely similar.

Yet, abandon and abolish, say, are arguably more semantically
similar than are abandon and accelerate, or than are abolish
and accelerate.

Terms being partially similar, the corresponding chi2
dissimilarity between the documents (made of term distributions)
should decrease.



Semantic similarity between terms
:

DEFINING SEMANTIC SIMILARITIES BETWEEN TERMS

How to define and compute semantic similarities S = (s;;) or
dissimilarities D = d;; between pair of terms ij ?

— a largely open issue in linguistics, cognitive science, natural
language processing, artificial intelligence, etc.

Possible direct strategies:

e use a dictionary of synonyms

e use an ontology, such as WordNet (G.Miller, C.Fellbaum and
others 1990-)
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Semantic similarity between terms

A SKETCH OF WORDNET SEMANTIC DISSSIMILARITIES

e hierarchy between concepts : ¢; < cg means that concept c1 is an instance
of concept ca (ex. cat < animal)

e 1 V co represents the least general concept subsuming both ¢; and c2 (ex.
cat V dog= animal)

e the probability p(c) of a concept c is estimated as the relative frequency (in
some reference corpus) of words j whose sense ¢; is an instance of concept c:

2om5 e <o)

p(c) == T

e the semantic similarity s;; between pairs of words ij is defined as

55 = —Inp(c; V ¢j), and the corresponding dissimilarity can be defined as
Sij = — 1np(ci V Cj) dij = Si; + 855 — 28ij
Implications:
e s;; = —Inp(c;) > 1 measures the rarity of (first) sense of word ¢

e d;; is an ultrametric disssimilarity (and, in particular, squared Euclidean:
MDS is feasible).
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Semantic similarity between terms

A TOY EXAMPLE (FOR NOUNS) IN WORDNET

entity
10
vehicle animal
0.7 0.36 0.3 1.20
bicycle car cat dog
0.2 1.61 0.4 0.92 0.1 2.30 0.2 1.61
| —
181

Toy WordNet ontology: probabilities p(c) (boldface) and their negative logarithms
—Inp(c) (italic). The resulting dissimilarity between bicycle and car is

1.61+0.92—-2x0.36 =1.81.

10/

20



Semantic similarity between terms

WORDNET DISSIMILARITIES BETWEEN VERBS

i

Left: exact dendrodram on ultrametric path-distance WordNet semantic

hierarchical dendrogram for 643 verbs
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dissimilarities (first sense only; 20 distinct values for pairs of dissimilarities).

Right: detail of the 28 leftmost verbs




Semantic similarity between terms

DISTRIBUTIONAL AND SEMANTIC DISSIMILARITIES

Configurations (in dimensions 1 and 2), for distributional dissimilarities szj (left)

and semantic dissimilarities d;; (right) between verbs:

distributional configuration from chi2 distances (CA) i i ion from issimilarities
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The association between the two configurations (test of the distributional
hypothesis, derived from the test of spatial autocorrelation) is significative:

p = 0.00009 12 /20



Semantic similarity between terms

REDUCED ANALYSIS

Retaining the verbs occurring at least 5 times, and excluding "have" and "be"
yields 234 verbs (instead of 643 verbs):
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Statistically significative association between the two configurations : p = 0.000003
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Term similarities — variety reduction
:
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Term similarities — variety reduction
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Term similarities — variety reduction
:

NORMALIZED SIMILARITIES OR SIMILITUDES

For various important formal reasons outside the scope of the presentation, it is
fruitful to consider normalized semantic similarities or similitudes S = (S;)
satisfying

0 < si5=s55; < 1=sy

Let f; be the relative frequency of term ¢. Shannon measure of diversity (entropy)
n
H(f)==)_ filnfi
i=1

can be replaced by the reduced entropy (inspired from considerations in
quantitative ecology)

R(f)==>_filnb;  where b; = sijf; =(Sf)i is the banality of term i .
i=1 j=1

By construction, f; < b; <1, and

R(f) < H(f) : variety decrease due to the semantic similarities between terms.
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Term similarities — variety reduction
:

DECREASE OF THE CHI-SQUARE DISSIMILARITIES

The chi2 dissimilarities between documents
n
DY =" fi (gik — ai)?
i=1

can be replaced by the reduced chi2 dissimilarities (squared Euclidean as well)

_ fifjsij
Jbib,;

In particular, the chi2 measure of dependence can be replaced by the reduced chi2
measure of dependence

Dy = Ztij(fh‘k —qi) @k — qj1) where  t;;
ij

1 A 1 N
A= 3 ZPijDjk — A= 5 ZPijDjk < A
Kl Kl

MDS on DX amounts to ordinary Correspondence Analysis.

New proposal: MDS on the reduced chi2 dissimilarities D amounts to
Reduced Correspondence Analysis .
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Term similarities — variety reduction

CHOICE OF THE SEMANTIC NORMALIZED SIMILARITY

For various important formal reasons outside the scope of the presentation (bis), it
is fruitful to define semantic normalized similarities S = (s;;) from semantic
(WordNet) dissimilarities D = (d;;) as

1
Sij = exp(—Bdy/ ) where = 5 Z fifjdi; is the semantic inertia.
ij

B > 0 is a bandwidth parameter, which controls the paradigmatic sensitivity of the
linguistic subject:
e the higher 3, the larger the semantic distances between documents, and the
larger the spread of the factorial cloud as measured by reduced inertia A(3)
e a low 8 can model an illiterate person, sadly unable to discriminate between
documents, which look all alike. In particular,

Jim AB)=0 Jim R(8) =0 .



Term similarities — variety reduction
: :

ENTROPY AND INERTIA REDUCTION

When all the terms are seman-
tically distinct (i.e. d;; > 0 for
i # j), then

limg 0o A(B) = A
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Term similarities — variety reduction

REDUCED CORRESPONDENCE ANALYSIS

dimension 2 : proportion of inertia = 0.15

dimension 2 : proportion of inertia = 0.15
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Term similarities — variety reduction

IN GUISE OF CONCLUSION: FUTURE WORK

e attempting to go beyond the first sense in WordNet (the problem of
semantic disambiguation)

e other sources of semantic similarities / dissimilarities? (synonym
dictionaries such as CRISCO, Université Caen Normandie)
e normalized similarities arise as convex mixtures of binary equivalence

relations — strong formal relations with soft clustering and fuzzy
partitionning, defined as convex mixtures of binary equivalence relations.

e systematic recognition of the underlying similarity between modalities of a
nominal variable in quantitative methods and statistics in general.

(simple example: some pairs among the nationality categories such as
{swiss, italian, spanish, french, british, belgian, dutch, german,
austrian, finnish, russian, japanese ...} may be judged as more
similar than others... )

e extend the venerable but very crude bag of words representation of
documents to more flexible models for textual contexts: fuzzy neighborhoods,
but also Markov navigation on bibliographic references or hyperlinks, etc.
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