Impact of small-scale saline tracer heterogeneity on electrical resistivity monitoring in fully and partially saturated porous media: insights from geoelectrical milli-fluidic experiments

Damien Jougnot\textsuperscript{1}, Joaquín Jiménez-Martínez\textsuperscript{2,3}, Raphaël Legendre\textsuperscript{4}, Tanguy Le Borgne\textsuperscript{4}, Yves Méheust\textsuperscript{4}, and Niklas Linde\textsuperscript{5}

\textsuperscript{1}Sorbonne Université, CNRS, EPHE, UMR 7619 METIS, Paris, France.
\textsuperscript{2}Department Water Resources and Drinking Water, Swiss Federal Institute of Aquatic Science and Technology, EAWAG, Dubendorf, Switzerland.
\textsuperscript{3}Department of Civil, Environmental and Geomatic Engineering, ETH Zurich, Zurich, Switzerland.
\textsuperscript{4}Géosciences Rennes (UMR CNRS 6118), University of Rennes 1, Rennes, France.
\textsuperscript{5}Applied and Environmental Geophysics Group, Institute of Earth Sciences, University of Lausanne, Switzerland.

This paper is published in Advance in Water Resources, please cite as:
Abstract

Time-lapse electrical resistivity tomography (ERT) is a geophysical method widely used to remotely monitor the migration of electrically-conductive tracers and contaminant plumes in the subsurface. Interpretations of time-lapse ERT inversion results are generally based on the assumption of a homogeneous solute concentration below the resolution limits of the tomogram depicting inferred electrical conductivity variations. We suggest that ignoring small-scale solute concentration variability (i.e., at the sub-resolution scale) is a major reason for the often-observed apparent loss of solute mass in ERT tracer studies. To demonstrate this, we developed a geoelectrical millifluidic setup where the bulk electric conductivity of a 2D analogous porous medium, consisting of cylindrical grains positioned randomly inside a Hele-Shaw cell, is monitored continuously in time while saline tracer tests are performed through the medium under fully and partially saturated conditions. High resolution images of the porous medium are recorded with a camera at regular time intervals, and provide both the spatial distribution of the fluid phases (aqueous solution and air), and the saline solute concentration field (where the solute consists of a mixture of salt and fluorescein, the latter being used as a proxy for the salt concentration). Effective bulk electrical conductivities computed numerically from the measured solute concentration field and the spatial distributions of fluid phases agree well with the measured bulk conductivities. We find that the effective bulk electrical conductivity is highly influenced by the connectivity of high electrical conductivity regions. The spatial distribution of air, saline tracer fingering, and mixing phenomena drive temporal changes in the effective bulk electrical conductivity by creating preferential paths or barriers for electrical current at the pore-scale. The resulting heterogeneities in the solute concentrations lead to strong anisotropy of the effective bulk electrical conductivity, especially for partially saturated conditions. We highlight how these phenomena contribute to the typically large apparent mass loss observed when conducting field-scale time-lapse ERT.
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1 Introduction

Geophysical methods are increasingly used in subsurface hydrology. Their main advantages lie in their largely non-invasive nature, their sensitivity to properties of interest, and in that they provide images of the subsurface at a comparatively high spatial resolution (e.g., Hubbard and Rubin, 2005; Guérin, 2005; Binley et al., 2006; Hubbard and Linde, 2011; Binley et al., 2015). A particular emphasis has been given to geophysical methods with responses that depend on the electrical resistivity (or the electrical conductivity, its inverse) because electrical resistivity is sensitive to sub-surface properties such as: the lithology (porosity, tortuosity, specific surface area), the presence of fluids in the pore space (water saturation and its spatial distribution), and the pore fluid chemistry (ionic concentrations). The links between physical properties (electrical resistivity) and hydrological properties and state variables of interest are described by petrophysical relationships (for literature reviews, see Hubbard and Linde, 2011; Glover, 2015, among others).

Resistivity methods can be applied to a wide range of scales, from the laboratory (on centimetric samples) to the field (up to several kilometers). Measurements are achieved by driving a known electrical current between an electrode pair while measuring the resulting voltage between another electrode pair. The electrical resistivity structure of the subsurface can be inferred by electrical resistivity tomography (ERT), which is an inversion process that uses measured electrical resistances from multiple current injection and voltage pairs (e.g., Binley and Kemna, 2005). If the measurement process is repeated in time, it is possible to perform time-lapse inversion and, thus, to track temporally-varying processes in the subsurface (e.g., Revil et al., 2012). Time-lapse ERT has been widely applied under both saturated (e.g., Kemna et al., 2002; Singha and Gorelick, 2005; Pollock and
Cirpka, 2012) and partially saturated conditions (e.g., Daily et al., 1992; Binley et al., 2002; Looms et al., 2008; Haarder et al., 2015) using electrodes placed on the ground or in boreholes.

Geophysical data have a limited resolving power, which implies that geophysical tomograms are best understood as spatially-filtered representations of subsurface properties (e.g., Menke, 1989; Friedel, 2003). The “filter width” is often referred to as the resolution and it varies in space and time as a function of experimental design, noise, the actual electrical conductivity distribution and choices made when developing or running an inversion algorithm. In ERT studies, the resolution decreases (the filter width increases) when the distance between the electrodes and the target of interest increase. Day-Lewis et al. (2005) highlight the inherent resolution limitations of cross-borehole ERT through a careful numerical and theoretical study. The limited resolution of ERT tomograms can (if ignored) lead to important errors when translating inferred resistivity to properties of interest through petrophysical relationships (e.g., Singha and Gorelick, 2006; Looms et al., 2008; Rosas-Carbajal et al., 2015; Haarder et al., 2015). For instance, a common problem is the apparent loss of mass occurring in field-based experiments when comparing ERT-inferred mass to the actual injected water volume or mass of salt. For example, Binley et al. (2002) noticed an apparent water mass loss of 50% when monitoring a fluid tracer in the vadose zone. Using a saline tracer in the fully saturated part of an aquifer, Singha and Gorelick (2005) only “recovered” 25% of the mass using ERT data. They demonstrate that this apparent tracer mass loss is more important when the target volume is small and the electrical conductivity contrast is high. In a synthetic 3-D time-lapse study mimicking an actual field experiment, Doetsch et al. (2012) obtained a mass recovery close to 80%, while the corresponding field experiment provided an ERT-inferred mass recovery between 10% and 25%. The authors attribute this discrepancy to the fact that classical smoothness-constrained inversions (often referred to as Occam’s inversion Constable et al., 1987) will, by construction, seek the smoothest model that fits the data. Due to the upscaling (averaging) process inherent to electrical current flow, less tracer mass is needed to explain ERT data when a heterogeneous plume is represented by a larger plume of near-uniform concentration. Doetsch et al. (2012) suggest that this apparent mass loss could potentially be used as an indicator of the tracer plume heterogeneity at scales below the resolution of the tomograms. Effects of such small-scale solute concentrations are commonly ignored and it is implicitly assumed that the solution is perfectly mixed below this scale. A few studies have considered anomalous transport and the effect of small-scale heterogeneities on petrophysical relationships (e.g., Singha et al., 2007, 2008; Swanson et al., 2015). For example, Singha et al. (2007), Briggs et al. (2013, 2014), and Day-Lewis et al. (2017) have proposed dual-domain approaches to account for this phenomenon.

The question of how field-scale studies are impacted by sub-resolution flow and transport processes is deeply tied to the physics of these processes. For example, unsaturated flows give rise to gravitational (Glass and Nicholl, 1996) and viscous (Méheust et al., 2002; Toussaint et al., 2012; Ferrari and Lunati, 2013) interface instabilities leading to sub-Darcy-scale fingering. It is now well understood that this fingering is the main reason why Darcy-scale modelling of flows in the unsaturated zone should consider a dependence of the capillary pressure on the local Darcy velocity (Løvoll et al., 2011) (Hassanizadeh et al., 2002, the so-called dynamic capillary pressure). This strong pore-scale heterogeneity of the flow, in particular for unsaturated flows, is associated with preferential paths for solute transport and incomplete solute mixing at the pore-scale Jiménez-Martínez et al. (2015, 2017). Incomplete mixing (e.g., Dentz et al., 2011; Le Borgne et al., 2011) and strong heterogeneities of the advection paths for solutes (as observed also at larger scales (e.g., Seyfried and Rao, 1987; Koestel and Larsbo, 2014), result in anomalous transport that makes Fickian models unsuitable at the Darcy scale and at the block scale corresponding to the grid size used for numerical simulations Jiménez-Martínez et al. (2017). Geophysical monitoring data of solute transport and mixing processes are also likely impacted by such mechanisms acting at sub-resolution scales.

Recent advances in milli- and micro-fluidic laboratory experiments provide means to better understand and predict pore-scale transport properties and mixing in saturated (e.g., Willingham et al., 2008; de Anna et al., 2013) and partially saturated porous media (e.g., Jiménez-Martínez et al., 2015,
In a pioneering work, Kozlov et al. (2012) investigate the validity and limitations of a classical petrophysical relationship involving electrical conductivity in a porous micro-model filled by water and oil, but without considering solute transport. The present work builds on the experimental developments of Jiménez-Martínez et al. (2015, 2017) and aims to study the effect of the spatial distribution of phases and solute concentration field on the bulk electrical resistivity below the ERT resolution. This is the first time a laboratory pore-scale fluorimetric flow and transport experiment is equipped with geoelectrical monitoring capabilities.

The manuscript is organized as follows: in section 2 we present our geoelectrical milli-fluidic experimental setup; we then explain the image treatment and the numerical modeling of the electrical problem (section 3); finally, we present and discuss in section 4 the results that we have obtained from tracer tests under fully-saturated and partially-saturated conditions, and how these results can be used to gain insights into how upscaled bulk electrical resistivity is affected by sub-resolution heterogeneity and processes.

2 Experimental method

2.1 Milli-fluidic setup for spatially-resolved pore-scale fluorimetry

We build on the recent experimental developments by de Anna et al. (2013) and Jiménez-Martínez et al. (2015, 2017) and consider a 2D analogous porous medium which we refer to as the flow cell (Fig. 1). Using such a setup, it is possible to measure the spatial distribution of the fluids in the cell and the ionic concentration field in the liquid (wetting) phase using a fluorimetry technique. A light source is placed below the cell (Fig. 1a) and the cell is monitored using a high-resolution camera (27 pixels per mm, 12 bit images), positioned 32 cm above the flow cell with its axis normal to the horizontal mean plane of the cell. The light source excites the fluorescent tracer present in the wetting solution; the tracer consequently emits light around a given wavelength, which is recorded by the camera. A filter placed on the light source prevents light with wavelengths belonging to the emission range of fluorescein to go through the flow cell, while a band-pass filter located in front of the camera allows the light intensity corresponding only to the fluorescein excitation to be recorded. We can thus track the spatial distribution of the fluids (air and water) phases. Furthermore, as the intensity of the light recorded on a given pixel of the camera sensor depends on the mean fluorescein concentration probed along the direction between the light source and the sensor, the spatial distribution of the intensity recorded on an image provides a measure of the 2D spatial distribution of the fluorescein (or fluorescein concentration field) within the liquid phase. By fixing a concentration ratio between the fluorescein and another ionic species having a similar diffusion coefficients (NaCl in this study), it is possible to infer the concentration field of the salt from that of the fluorescein. For this study, the camera monitoring system (MegaPlus EP11000, Princeton Instruments) was set to take 1 picture every 2 s to capture the fluid phases and solute dynamics in the flow cell.

The flow cell consists of a single layer of 4500 cylindrical solid grains positioned between two parallel transparent plates separated by a distance equal to the cylinders’ height. It is built by soft lithography as follow. Two glass plates are separated by the desired distance using spacers. The space between them is filled with a UV-sensitive polymer (NOA-81). The photomask (resulting from a numerical model of the 2D compaction of circular grains with diameters distributed according to a Gaussian law of prescribed standard deviation) is then placed on top of the top plate. The mask is transparent where solid grains are to be found, opaque everywhere else. The light coming from the collimated 365 nm UV source passes through the transparent disks in the mask, polymerizing the NOA-81 and giving rise to solid cylindrical grains spanning the vertical gap between the two glass plates. The remnant uncured, still liquid, polymer material is cleaned by flowing through ethanol. The resulting 2-D porous medium is water-wet.

The geometry used herein corresponds to the so-called homogeneous geometry used by Ferrari
The flow cell is closed on two of its lateral sides (facing each other), while the two other lateral sides remain open and constitute the inlet and outlet of the cell. Its length, defined between the inlet and outlet, is 140 mm, its width is 92 mm, and its thickness (equal to the cylinder height) is 0.5 mm (see Jiménez-Martínez et al., 2015, for details). The cell is positioned with the glass plates lying horizontal. The vertically-oriented cylindrical grains act as obstacles for the flow of fluids in the cell (Fig. 1a). This 2D geometry has a cross-sectional area of 43.64 mm$^2$ in the direction normal to the average flow direction and typical pore throat and pore sizes of 1.07 mm and 1.75 mm, respectively. It yields a permeability of $4.32 \times 10^{-9}$ m$^2$.

Figure 1: (a) Overall scheme of the setup for the fluorimetric study in the 2D porous medium, featuring the injection systems for air (non-wetting fluid phase), the tracer solution (wetting phase 1), and the background solution (wetting phase 2), as well as the camera and the electrical resistivity monitoring system (modified from Jiménez-Martínez et al., 2015). (b) Photography of the geoelectrical milli-fluidic setup.

The cell is connected to three reservoirs upstream that contain wetting and non-wetting fluids, and to an outlet reservoir downstream. The fluids are injected in the flow cell with syringe pumps at a controlled flow rate. The non-wetting phase is air (Fig. 1a) and the wetting (i.e., liquid) phase is a 60-40 % by weight distilled water/glycerol solution (see Jiménez-Martínez et al., 2015). The glycerol increases the viscosity of the solution ($\mu_w = 3.78 \times 10^{-2}$ Pa s), thereby increasing the viscosity ratio between the wetting and non-wetting phases, and slowing down molecular diffusion. The wetting phase solutions 1 and 2 have different mass concentrations of NaCl salt ($C_{NaCl}$) and fluorescein ($C_{fluo}$). These solutions are labeled “tracer” (tr) and “background” (bkg) concentrations, respectively. The mass concentration of fluorescein is ten times smaller than that of the NaCl salt (i.e., $C_{NaCl} = 10 C_{fluo}$).

In order to relate the measured light intensity to the electrical conductivity of the solution, we first synthesized a set of ten solutions with different fluorescein/NaCl salt concentrations by successive dilutions, with $C_{fluo}$ ranging between 70.15 and 0.0856 mg L$^{-1}$. The ratio of NaCl to fluorescein mass concentration is identical for all ten solutions and set to 10. The electrical conductivity of each solution was measured with a handheld electrical conductivity meter (WTW Cond 340i). Correspondingly, the light intensity of each solution was measured in a cell similar to the one used for the tracer experiments (i.e., same glass and aperture thickness) but without cylindrical pillars. For the tracer experiments, we chose the background concentration solution ($C_{fluo}^{tr} = 5.48$ mg L$^{-1}$) by measuring the light intensity for all the solutions and selecting the lowest concentration for which the corresponding light intensity was above the detection threshold. Then, we chose the tracer concentration to be $C_{fluo}^{tr} = 350.8$ mg L$^{-1}$ in order to avoid light saturation for the camera. It yields a background and tracer electrical conductivity of $\sigma_w^{bkg} = 0.0055$ and $\sigma_w^{tr} = 0.213$ S m$^{-1}$, respectively. We only kept the six so-
olutions with fluorescein mass concentrations in between these two values to establish the calibration curve. Combining these two sets of measurements and using a Piecewise Cubic Hermite Interpolating Polynomial interpolation in between the data, we obtain an empirical curve relating the measured light intensity and the electrical conductivity of the solution $\sigma_w$ (in $\text{S m}^{-1}$) (Fig. 2).

However, when using this calibration curve to infer local solution conductivities inside the flow cell during subsequent tracer tests (which we present in section 4 below), we noticed that the largest conductivity values measured inside the cell were larger than the conductivity of the injected tracer solution. This unphysical result showed that the calibration curve obtained in the flow cell without solid grains (a standard Hele-Shaw cell), was not fully adequate for the tracer experiment cell. We have therefore assumed that a slight difference in the cell thickness, or perhaps the impact of the presence of the translucid solid grains, was responsible for the discrepancy. In particular, given the large fluorescein concentration in the injected tracer, it is not unreasonable to consider that some multiple scattering of the light emitted by the fluorescein may occur in the cell, with a fraction of the emitted light being absorbed by other fluorescein molecules on its way out from the cell, which is possible due to the overlapping emission and absorption spectra of fluorescein (see Sjöback et al., 1995). Accounting for this multiple scattering yields a prediction of the light intensity transmitted to the camera that is offset from the intensity measured in the absence of multiple scattering by a factor which is a function of the flow cell’s thickness. Hence a discrepancy in the cell thicknesses would lead to exactly this type of effect. Therefore, we have corrected the recorded calibration curve by assuming that the light intensity value calibrated in the pure Hele-Shaw cell for a given tracer concentration was offset by a given factor (independent of the given tracer concentration) with respect to the correct value for the experimental cell. The correction factor of 0.805 has been inferred from the (reasonable) constraint that the maximum conductivity value measured in the cell during the experiment should exactly correspond to the conductivity of the injected tracer solution. The corrected calibration curve is used systematically when inferring local conductivities from light intensities in our experimental cell (Fig. 2).

![Figure 2: Initial and corrected calibration curves: pore water electrical conductivity $\sigma_w$ as a function of the light intensity $I_w$.](image)

### 2.2 Geoelectrical monitoring

The geoelectric monitoring is performed using a four electrode setup (see Schlumberger (1920) for the historical paper, and more recently Binley and Kemna (2005) for a more hydrology-oriented introductory text). We inject a current in the two outer electrodes (C1 and C2) and measure the resulting electrical voltage between the two inner electrodes (P1 and P2) (Fig. 1a). Given that the zone of investigation is localized between P1 and P2, we chose not to have equally spaced electrodes along the cell. The spacing between potential electrodes P1 and P2 is 97 mm in order to study the largest possible zone of the flow cell, while the C1-P1 and P2-C2 spacings are 8 mm (Fig. 1).
The electrodes consist of a thin layer of copper (90 µm). They were inserted at the bottom of the cylinder layer while manufacturing the cell; this ensured good contact with the fluids in the cell without perturbing the flow. We chose relatively wide electrodes, 2.5 mm for the current injection and 2 mm for the potential measurement, to ensure a low contact resistance even at low water saturation. The disadvantage of these large copper electrodes is that they block the light between the light source and the camera, which results in a loss of information about the fluid phases and concentration field located above them.

We measured the effective bulk electrical resistivity of the medium at a temporal resolution of 2 s. We used a Campbell datalogger program for a half bridge with four wires configuration (Fig. 1b). The datalogger imposes a 1 V electrical potential difference between C1 and C2 that drives an electrical current in the cell. The resulting electrical current and voltage between P1 and P2 is converted into a bulk electrical resistance \( R_{\text{meas}} \) (in \( \Omega \)). In order to obtain the effective bulk electrical resistivity \( \rho_{\text{meas}} \) (in \( \Omega \) m), it is then necessary to determine the geometrical factor of the cell, \( K_G \) (in m) such that \( \rho_{\text{meas}} = K_G R_{\text{meas}} \). This parameter was first estimated numerically in 3D using COMSOL Multiphysics following the procedure described by Jougnot et al. (2010a) using the actual cell geometry. The resulting estimate was \( K_G = 4.753 \times 10^{-4} \) m. For this setup, the analytical solution for the 1D case (cell aperture area divided by the spacing between the potential electrodes, see Binley and Kemna, 2005) provides a close approximation to the numerical model: \( K_G \approx 4.766 \times 10^{-4} \) m.

### 2.3 Electrical characterization of the porous medium and fluid phases geometry

Prior to the tracer tests, we first characterized the porous medium and the geometry of the fluid phases from an electrical point of view, using a series of electrical measurements with different homogeneous solute concentrations. To do so, we first saturated the medium with one of the solutions obtained by dilution (i.e., with a given electrical conductivity \( \sigma_w \)). Then, we jointly inject the chosen solution (i.e., the wetting fluid) and the air (i.e., the non-wetting fluid) to partly fill the medium with air while keeping the liquid phase connected (thereby imposing partially saturated conditions). By varying the injection rates of the fluids, we reached three or more steady state flows with different saturations (i.e., proportion of wetting fluid in the porous space). By steady state flows we refer to flows for which the spatial distributions of the fluid phases change continuously, but their statistical properties (saturation, distribution of cluster sizes, see Tallakstad et al., 2009) are stationary. The steady state is considered to have been reached when the saturation fluctuates around a plateau value, and the longitudinal and transverse saturation profiles fluctuate around a uniform stationary profile. This can only be measured a posteriori, from the images. After performing measurements with the largest saturation range (\( S_w \)) possible with the setup and experimental protocol (i.e., \( S_w \in [0.46 ; 1] \)), the procedure was repeated with another concentration of the solution (i.e., another \( \sigma_w \)). Note that the lower saturation limit is linked to the connectivity of the liquid phase and its stability overtime; liquid phase connectivity is necessary to allow measurement of the bulk electrical conductivity. During these steps, both the bulk electrical conductivity of the cell and the spatial distribution of the fluid phases were recorded. These first series of measurements provided a set of images and electrical conductivity measurements for different tracer solutions (i.e., different \( \sigma_w \)) at different saturation degrees.

### 2.4 Tracer test procedures

After these initial experiments, we conducted a tracer test under saturated conditions and three tracer tests under partially saturated conditions.

For the fully saturated test, the medium was first saturated with the background solution (\( C_{\text{fluo}}^{\text{bkg}} \) and \( \sigma_w^{\text{bkg}} \)) to obtain a homogeneous initial state. Then, the tracer (\( C_{\text{fluo}}^{\text{tr}} \) and \( \sigma_w^{\text{tr}} \)) was injected at a constant rate (1.375 mm³ s⁻¹). The injection rate was chosen to be low enough to follow the dynamics with
the sampling frequency of our acquisition setup. It yields the dimensionless Reynolds and Péclet numbers, \( \text{Re} = 1.64 \times 10^{-4} \) and \( \text{Pe} = 241 \), respectively. The test was stopped when the measured electrical conductivity reached a constant value (after \(~12500\) s), that is, when an apparent steady-state was reached for the salt concentration field.

For the tracer tests performed under partially-saturated conditions, an unsaturated flow was first imposed by jointly injecting air and the background solution at constant flow rates to reach a steady-state flow as explained in section 2.3, with a given liquid saturation of the medium and a given size distribution of air clusters. After stopping the injection of air and background solution, the tracer solution was injected continuously and at a volumetric flow rate that was sufficiently low so that the impact on the previously-established air cluster was minimal (0.277 \( \text{mm}^3 \text{s}^{-1} \), yielding \( \text{Re} = 3.79 \times 10^{-4} \) and \( \text{Pe} = 68 \)). The experiments were terminated when the measured bulk electrical conductivity of the flow cell reached a constant value (after \(~15200\) s for the test presented in the results section).

3 Modelling approach

3.1 From images to effective bulk electrical conductivity

The experiments described in the previous section provide two kinds of data: images with a light intensity value per pixel, \( I(x,y) \), on the one hand, and an effective bulk electrical conductivity of the entire cell, \( \sigma_{\text{meas}} \), on the other hand. In this section, we describe how we simulate the effective bulk electrical conductivity from the images in order to compare the computed conductivity, \( \sigma_{\text{sim}} \), to the measured one, \( \sigma_{\text{meas}} \).

The raw images are first corrected for spatial heterogeneities in the incident light intensity (which is largest at the center of the flow cell). All subsequent data processing is performed on these corrected images. Figure 3 shows the flow chart used to process such a corrected image, and the subsequent electrical field simulations. The flow cell geometry, with the exact geometry of the borders and exact position of each cylinder, is obtained from an image of the medium saturated with a solution at \( C_{\text{fluo}}^{\text{bkg}} \) and is stored as a binary image denoted “pore space mask”, which defines the pore space: \( I_{\text{mask}} = 0 \) for pixels positioned inside borders and cylindrical grains, and 1 for pixels positioned within the pore space. The electrodes are clearly visible in the images; their positions and geometries are extracted and stored into another mask, the “electrode mask”. The porosity of the medium is readily computed from the pore space mask: \( \phi = 0.73 \). Subsequent images (2966 \times 2308 pixels) acquired during the course of the experiments are used to extract (1) the phase distribution and (2) the map of local conductivities at different times. Image pixels belonging to the air phase are identified as those for which the mask value is 1 (\( I_{\text{mask}} = 1 \)) and the recorded light intensity is null (\( I = 0 \)). The liquid (wetting fluid) phase is identified as consisting of pixels for which \( I_{\text{mask}} = 1 \) and \( I > 0 \); we define a light intensity map in the wetting phase, \( I_w(x,y) \), equal to 0 outside the water phase, and to \( I(x,y) \) inside the water phase. From this image processing, we can monitor the water saturation during the tests by considering the ratio of the number of pixels belonging to the water phase to the number of pixels belonging to the entire pore space. Using the corrected calibration curve discussed in section 2.1 above, we then convert the \( I_w(x,y) \) map into a map of local conductivities.

Using the spatial distributions of the phases and local tracer conductivities, it is possible to simulate the cell’s effective electrical bulk conductivity, \( \sigma_{\text{sim}} \). This numerical upscaling is based on the pixel distribution of electrical conductivity and is, therefore, limited by the image resolution. Using the calibration relationship between \( \sigma_w \) and the light intensity obtained from the different dilutions as described in paragraph 2.1, each pixel in the image is attributed a given electrical conductivity \( \sigma_w(x,y) \) from \( I_w(x,y) \). The electrical conductivity of the wetting fluid ranges between \( \sigma_w = 0.0041 \) and \( 0.2130 \text{ S m}^{-1} \). In the simulations, the electrodes were given an electrical conductivity of \( \sigma_{\text{elec}} = 10^4 \text{ S m}^{-1} \), which is sufficiently high to obtain practically-constant isopotential values along
the electrodes but also small enough to avoid numerical problems. The polymer NOA81 (cylinders and borders) is, similarly to the air phase, a non-conducting material and an arbitrary low electrical conductivity is assigned to both: \( \sigma_{\text{NOA81}} = \sigma_{\text{air}} = 10^{-6} \, \text{S m}^{-1} \), which is a value sufficiently low to avoid significant electrical current flow in these materials while allowing convergence of the numerical code. These electrical simulations will help understand exactly where the electrical current is flowing and its links with solute transport processes.

The numerical upscaling of the electrical conductivity consists in solving the Poisson equation in 2D. We use a modified version of the code MaFlot (www.maflot.com) initially designed to address density-driven Darcy flows Künze and Lunati (2012). In the simulations, we generate the current flow by imposing an electrical voltage of 1 V between the current electrode (C1 and C2) (see Fig. 1). The top and bottom boundary conditions are set to electrical insulation. The electrical problem is therefore a boundary problem that can be seen as an analog to determining the effective hydraulic conductivity of a porous medium of heterogeneous permeability field between two reservoirs with a given pressure difference under steady state conditions. Note that imposing a potential difference in the modelling instead of injecting a fixed electrical current presents two main advantages: (1) it corresponds to what is done experimentally and (2) it avoids problems related to air clusters on the electrodes. Indeed, injecting a fixed current would require a perfect knowledge of the wetting phase and solute concentration above the electrode, which is impossible with the present experimental setup.

![Figure 3: Schematic representation of the processing of the light-corrected images and the corresponding numerical simulation.](image-url)
3.2 Petrophysical characterization

Many petrophysical relationships have been proposed to relate electrical conductivity to porosity, water saturation, and electrolyte concentration (e.g., Glover, 2015). The experiments described in section 2.3 provided various data sets of measured electrical conductivities $\sigma_{\text{meas}}$ for different water saturations $S_w$ at three different saline tracer conductivities $\sigma_w$. Figures 4a and b show $\sigma_{\text{meas}}$ for different $\sigma_w$ under saturated and partially saturated conditions, respectively.

Among the existing petrophysical relationships, let us consider the model that is the most used in the ERT literature: the classical model that is obtained by combining the so-called Archie’s first and second law Archie (1942). It is applicable when the mineral surface conductivity can be neglected (i.e., typically for materials with low specific surface area such as sands or sandstones):

$$\sigma = \frac{S_w^n}{F} \sigma_w,$$

where $\sigma$ and $\sigma_w$ are the electrical conductivities ($\text{S m}^{-1}$) of the porous medium and pore-water, respectively, $S_w$ is the water saturation (-), $F$ is the electrical formation factor (-), and $n$ is the saturation exponent (-). The electrical formation factor is related to porosity by a power law: $F = \phi^{-m}$ where $m$ is the so-called cementation exponent. The parameters $m$ and $n$ depend on the pore-space and water phase geometry, respectively (e.g., Friedman, 2005). The petrophysical parameters obtained by optimization, using the Simplex algorithm (Caceci and Cacheris, 1984) and considering the entire dataset, are $F = 1.85$ and $n = 4$.

Equation (1) relating $\sigma$ and $\sigma_w$ allows us to reproduce very well the experimental data in saturated conditions (Fig. 4a), but the data fit is not as good for partially-saturated conditions (Fig. 4b). One likely reason for this is that the sample size is too small to produce a representative elementary volume for the experiments with the lowest water saturations.

Eq. (1) is based on the assumption that the pore water salinity is homogeneously distributed in the wetting phase. In the literature, ERT monitoring results of saline tracer tests are often interpreted by reformulating Eq. 1 and assuming that the water saturation is known. This results in an ERT-inferred electrical conductivity of the solute at the resolution scale:

$$\sigma_{w,\text{app}} = \frac{F}{S_w^n} \sigma_{\text{meas}}.$$

Figure 4: Bulk electrical conductivity as a function of (a) water conductivity in saturated conditions and (b) water saturation for different pore-water electrical conductivities. The dots (circles, squares, and triangles) correspond to the measurements (for different solutions) and the plain lines corresponds to the model of Archie (1942). The best fit to the entire data set was achieved with $F = 1.85$ and $n = 4$ in Eq. 1.
This apparent solute electrical conductivity can then be used to estimate an average solute concentration in the considered volume. For a spatially-constant $F$, $S_w$ and $n$, $\sigma_{app}^w$ is theoretically limited by the Wiener bounds (Wiener, 1912), sometimes called Voigt and Reuss bounds.

The Wiener bounds are the arithmetic, $\bar{\sigma}_a^w$, and harmonic, $\bar{\sigma}_h^w$, means of the electrical conductivities $\sigma_i$ constituting the wetting phase:

\[
\bar{\sigma}_a^w = \frac{1}{N} \sum_{i=1}^{N} \sigma_i^w, \tag{3}
\]

\[
\bar{\sigma}_h^w = \frac{N}{\sum_{i=1}^{N} \frac{1}{\sigma_i^w}}, \tag{4}
\]

where $i$ denotes a single pixel belonging to the wetting phase and $N$ is the total number of pixels identified as the wetting phase. The arithmetic and harmonic means are equivalent to the global conductivity of an electrical circuit where conductances would be placed either in parallel or in series, respectively. The Wiener bounds theory predicts that:

\[
\bar{\sigma}_a^w \geq \sigma_{app}^w \geq \bar{\sigma}_h^w. \tag{5}
\]

## 4 Results

This section describes and analyzes the data obtained from the laboratory tracer experiments (section 2) after data-processing following the workflow depicted in section 3.1. We first present the results from the tracer test in saturated conditions and then those obtained under partially-saturated conditions.

### 4.1 Tracer test under saturated conditions

Figure 5a shows the evolution of the measured bulk electrical conductivity during the tracer test performed in the water-saturated flow cell; $t = 0$ s corresponds to the beginning of the tracer injection in the cell. Figures 5b to e are snapshot images of the normalized tracer concentration at $t = 4000$ s, 6000 s, 8000 s, and 12000 s, respectively.

As expected, the measured bulk electrical conductivity increases as the tracer invades the medium. This increase is relatively smooth as a consequence of the tracer being transported according to an advection-diffusion process in a medium that is homogeneous at the Darcy scale. The tracer front is not perfectly straight nor transverse to the mean flow direction, due to some transverse heterogeneity in the conditions of tracer injection at the inlet of the medium, and possibly to a slight transverse permeability gradient in the medium. But no solute fingers are visible at scales smaller than a third of the flow cell width, and when the most advanced solute finger reaches the medium outlet, the most retarded region of the front has already reached half of the medium’s length. Note that the rate of increase in the bulk electrical conductivity accelerates between $t = 4000$ and 8000 s (Fig. 5a), which corresponds to the time interval over which increasing tracer concentration is in contact with both potential electrodes (P1 and P2). The rate of increase decreases after $t = 8000$ s when a continuous strip of highly concentrated tracer joins the two electrodes. This enables electrical current to flow through the cell with a lesser resistance.

After post-processing the images and solving the electrical problem at each time step (see section 3.1), it is possible to compare the measured bulk conductivity (i.e., flow cell scale, or macroscopic scale) to the simulated ones. Figure 6a shows that the simulated conductivity ($\sigma^{\text{sim}}$) is in relatively good agreement with the data ($\sigma^{\text{meas}}$) measured at the cell scale (root mean square error: $RMSE = 0.0021 \text{ S m}^{-1}$).
Figure 5: (a) Measured effective bulk electrical conductivity as a function of the time since the initiation of a tracer test in saturated conditions and corresponding images of the normalized tracer concentration in the flow cell at (b) $t = 4000$ s, (c) $t = 6000$ s, (d) $t = 8000$ s, and (b) $t = 12000$ s. The grains, the top and bottom boundaries, and the four electrodes appear as either black lines or circles on the image.

Figure 6b shows the evolution of the apparent electrical conductivity of the wetting phase $\sigma_{\text{w}}^{\text{app}}$ at the macroscopic scale (i.e., the scale of the flow cell) using Eq. 2. This value is compared to the arithmetic mean (“conductance in parallel” model) $\bar{\sigma}_w^a$ and to the harmonic mean (“conductance in series” model) $\bar{\sigma}_w^h$, showing that Eq. 5 is respected. Initially, $\sigma_{\text{w}}^{\text{app}}$ tends to follow the conductance in series model ($\bar{\sigma}_w^h$) until fluid carrying a significant concentration of the tracer reaches the second potential electrode P2 (between $t = 3000$ s and $t = 9000$ s). Then, $\sigma_{\text{w}}^{\text{app}}$ starts to follow the conductance in parallel model ($\bar{\sigma}_w^a$) as the tracer tends to be distributed more homogeneously in the pore space. Note that at the end of the tracer test, the pore space is not filled homogeneously by the tracer ($\bar{\sigma}_w^a \neq \bar{\sigma}_w^h$). Even with this homogeneous grain distribution, some parts of the medium are left with comparatively low tracer concentrations (Fig. 5e).

4.2 Tracer test under partially-saturated conditions

The same procedure was applied to the data obtained from the two-phase flow tracer test. Figure 7a shows the evolution of the measured electrical conductivity during the tracer test, while Figs. 7b, c, and d are snapshot images of the normalized tracer concentration at times $t = 2000$ s, 4000 s, 8000 s, and 14000 s after the beginning of the tracer injection in the cell, respectively. The non-wetting phase (air) appears in white, while the grains, boundaries, and electrodes appear in black. The air
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| Figure 6: (a) Comparison between measured and simulated electrical conductivities at the scale of the flow cell under saturated conditions \( (RMSE = 0.0021 \text{ S m}^{-1}) \). (b) Apparent water electrical conductivity from Eq. 2 (with \( F = 1.85 \)) and Wiener bound values of the wetting phase at the flow cell scale. |

phase is arranged in clusters with a geometry that changed during the course of the experiment (i.e., a saturation increase from \( S_w = 0.69 \) to 0.87). Note that the strategy described in Section 3.1 allows us to account for these saturation changes in the simulations.

As for the saturated case, Figure 7a shows a strong increase in the bulk electrical conductivity as the tracer invades the medium. However, this increase is sharper and it appears earlier than for the saturated case. In partially saturated conditions, the tracer has a much reduced freedom to choose its pathway through the medium as not only grains act as obstacles to flow (as in the saturated case), but also large air clusters (e.g., Jiménez-Martínez et al., 2015). The path for the tracer includes more obstacles (grains + air clusters), having a higher mean interstitial velocity. This results in a larger heterogeneity of the tracer concentration in the flow cell.

In agreement with the experiment under saturated conditions (see Section 4.1), a sharp increase in the effective bulk electrical conductivity occurs when the tracer connects the P1 and P2 electrodes, creating a preferential pathway of least resistance for the electrical current (around \( t = 4000 \text{ s} \)). One can also identify a second smaller increase around \( t = 9000 \text{ s} \) when other fingers of tracer reach the P2 electrodes, thereby, creating new preferential pathways for the electrical current. The initial small fingering feature occurring at the top of the cell (Fig. 7c) generates a larger relative increase in \( \sigma_{\text{meas}} \) (from \( 10^{-3} \) to \( 10^{-2} \text{ S m}^{-1} \) between \( t = 2000 \text{ s} \) and \( t = 6000 \text{ s} \)) than the larger fingers of tracer that can be seen in Fig. 7d (from \( 10^{-2} \) to \( 2 \times 10^{-2} \text{ S m}^{-1} \)). Fingering thus leads to strong increases in the electrical conductivity.

Figure 8a shows the comparison between the measured and the simulated electrical conductivities at the scale of the flow cell. The match between the simulation and the measurements, obtained with the same calibration curve as for the saturated experiment, is relatively good except at the beginning \( (RMSE = 0.0017 \text{ S m}^{-1}) \).
Figure 7: (a) Measured effective bulk electrical conductivity as a function of the time during a tracer test in partially saturated conditions and corresponding images of the normalized tracer concentration in the test cell at (b) $t = 2000$ s, (c) $t = 4000$ s, (d) $t = 8000$ s, and (e) $t = 14000$ s. The grains, the top and bottom boundaries, and the four electrodes appear as either black lines or circles on the image. The air appears in white clusters since there is no fluorescein in this phase. During the course of the experiment, the water saturation increased from $S_w = 0.69$ to 0.87.

The intensity range corresponding to the heterogeneity of the lighting setup, so that even after correcting the images for lightning heterogeneity a small number of the air clusters are not detected as such, but are attributed to the background solution. The apparent electrical conductivity of the wetting phase at the macroscopic scale (i.e., the medium’s scale or flow cell scale), $\sigma_{\text{app}}^w$, was calculated using Eq. 2 and considering the water saturation obtained from the image processing (Fig. 8a) and the best fit parameters from the petrophysical characterization ($F = 1.85$ and $n = 4$, see Fig. 4). Note that the data respect Eq. 5 during most of the tracer test duration, except at for some points at the beginning of the test. $\sigma_{\text{app}}^w > \bar{\sigma}_w^a$ (before $t = 1500$ s) and $\sigma_{\text{app}}^w < \bar{\sigma}_w^h$ (for $t = 2500$ and 3000 s) can be explained by the poor fit between the measured and simulated electrical conductivities at the corresponding times. Similarly to the saturated case, $\sigma_{\text{app}}^w$ first tends to follow the “conductance in series” model before the first tracer finger connects P1 and P2 (Fig. 7c). Then, $\sigma_{\text{app}}^w$ tends towards the “conductance in parallel” model but never reaches its values. Indeed, throughout the tracer test, the medium never reaches a homogenized distribution of tracer concentration over the time of the experiment. Figure 7e clearly shows the very heterogeneous nature of the tracer distribution after $t = 14000$ s, which explains why
Figure 8: (a) Comparison between measured and simulated electrical conductivities at the scale of the flow cell under partially saturated conditions ($RMSE = 0.0017$ S m$^{-1}$). (b) Apparent water electrical conductivity from Eq. 2 (with $F = 1.85$ and $n = 4$) and Wiener bound values of the wetting phase at the flow cell’s scale. Note that the water saturation increased from $S_{w} = 0.69$ to 0.87 during the test.

$\bar{\sigma}_{w}^h$ does not converge to $\bar{\sigma}_{w}^a$. The homogenization might occur after a much longer time through diffusion processes along the concentration gradients. Ionic diffusion processes have very slow kinetics (of order $D = 10^{-10}$ m$^2$ s$^{-1}$) compared to the advection processes studied here: taking the linear size of the largest air clusters, $l_{air} \simeq L/4 = 40$ mm as a typical length scale, the time necessary for the concentration to fully homogenize by ionic diffusion would be $l_{air}^2/D = 1.6 \times 10^7$ s = 185 days.

5 Discussion

5.1 Petrophysical characterization of the 2D medium

The petrophysical characterization of the analogous 2D porous medium is an important step for the interpretation of the present experiments. $F = 1.85$ and $n = 4$ can seem surprising for petrophysicists used to natural rocks. The low value of the formation factor is a consequence of the large porosity, and the high value of the exponent $n$ is the consequence of the 2D nature of the media under investigation (see the 2D pore network study of Maineult et al., 2018). Based on Archie (1942), the electrical tortuosity of the wetting phase, $\alpha_w$, can be defined as (Revil and Jougnut, 2008):

$$\alpha_w = \phi F S_{w}^{(1-n)}$$

which yields $\alpha_w = 1.35$ and $\alpha_w = 4.04$ at the beginning of the saturated and partially saturated tracer tests, respectively. These small tortuosities can be visualized by considering the phase distributions (e.g., only 2D obstacles, long continuous path of wetting phase, see Figs. 5 and 7). Note that the electrical tortuosity of the water phase determined by electrical conductivity measurements can be used to predict different transport properties of interest in hydrology, such as the ionic and gas diffusion.
coefficients (e.g., Revil and Jougnot, 2008; Jougnot et al., 2009; Hamamoto et al., 2010) or thermal conductivity (e.g., Revil, 2000; Jougnot et al., 2010b).

Figure 4 shows that the fit of Archie’s model for data obtained at full saturation is better than the fit obtained under partially saturated conditions. This can be explained by considering the concept of Representative Elementary Volume (REV): the smallest volume over which a measurement can be made to obtain a value representative of the whole (Hill, 1963). For saturated conditions with a homogeneous solution concentration (Fig. 4a), we conducted numerical tests by calculating the bulk conductivity $\sigma_{calc}$ of only parts of the cell (not shown here). These tests showed that the difference between the bulk electrical conductivity calculated over a quarter of the cell and over the entire domain was smaller than 1.26%. Thus demonstrating that the REV of the saturated medium $REV_{sat}$ is smaller than the flow cell. However, substantial differences between sub-domains occurred when we conducted a similar numerical study on the partially saturated medium. Therefore, the size of REV for the partially saturated medium, $REV_{unsat}$ is likely larger than the size of the cell itself. This is expected as the linear size of the largest air clusters in the medium is of about half of the medium size. Consequently, we illustrate here the following inequality:

$$REV_{sat} \ll REV_{unsat}. \quad (7)$$

This is well-known in the literature (e.g., Joekar-Niasar and Hassanizadeh, 2011), but it is not always accounted for in hydrogeophysical studies. The limitations of Archie’s law in the presence of percolation phenomena are discussed, for instance, by Kozlov et al. (2012).

5.2 Relationship between the concentration field and the measured conductivity

As shown in section 4, the heterogeneity of the tracer concentration field strongly depends on the saturation of the medium. Indeed, the concentration field is much more heterogeneous under partially saturated conditions than in the saturated case. As seen in Fig. 7d, at the end of the experiment ($t = 14000$ s), large parts of the cell are still at the background solution concentration and the tracer is far from being homogeneously distributed. Note that molecular/ionic diffusion effects will eventually homogenize the tracer concentration but with very slow kinetics (see discussion in Jiménez-Martínez et al., 2015).

Figure 9 compares the normalized tracer concentration distribution at a late stage of saturated and partially-saturated tracer tests and the corresponding simulated electrical current densities. The impact of the saturation distribution has a strong effect on the tracer distribution (Figs. 9a and b) that clearly manifest itself in simulated electrical current densities in saturated (Fig. 9c) and partially-saturated (Fig. 9d) conditions. In the fully saturated media, we find a current density that is homogeneously-distributed in the pore space, while in the partially-saturated case it is highly channelized. We find that the current paths are straighter and less tortuous than the saline tracer distribution (Figs. 9c and d). As expected, while the saturated porous media shows a homogeneous distribution of current densities, the unsaturated porous media is characterized by a highly channelized current density field.

In our experimental results, we show that the effective bulk electrical conductivity at the scale of the flow cell carries information about transport processes occurring at smaller scales. Electrical conductivity is sensitive to the saline tracer distribution in the medium. Indeed, for both saturated and partially-saturated conditions, a very strong increase of the effective bulk electrical conductivity can be seen when the saline tracer connects electrodes P1 and P2 (Figs. 5 and 7). The connectivity of the tracer in the medium is illustrated by the Wiener bounds; the apparent water conductivity is initially analogous to a model of conductance in series before it starts to follow a model of conductances in parallel. This analysis is even more instructive in partially saturated conditions as the breakthrough of only one solute finger through the medium acts as a preferential path for the electrical current, yielding a very strong change in bulk electrical conductivity.
Tracer fingers in the unsaturated case act as preferential paths for the electrical current (Fig. 9d) in comparison to the more homogeneous case in saturated conditions (Fig. 9b). One can identify “bottlenecks” as the places where the flow lines are focused between air clusters or grains (e.g., Jiménez-Martínez et al., 2015). This effect on the tracer transport affect the distribution of the electrical current flow (Fig. 9d). This channeling of the electrical current density is not only controlled by the tracer concentration alone, but also by how a region containing high tracer concentrations connects the different electrodes of the measurement setup. For example, the large tracer concentration area in the middle of Fig. 9d does not contribute significantly to the electrical flow.

The dynamics and evolution of the effective tracer percolation through the medium are also well captured by the bulk electrical conductivity. In saturated conditions, the smooth increase of $\sigma$ during the entire tracer test corresponds to the progressive invasion of the flow cell by the saline tracer (Fig. 5). On the contrary, the more abrupt increase of $\sigma$ around $t = 4000$ s and the smaller one around $t = 9000$ s (Fig. 7) denote the percolation of the first and second fingers of tracer through the porous medium. This clear link between tracer percolation and bulk electrical conductivity should be studied in more details to couple transport models at the pore-scale and hydrogeophysical measurements, for example following the idea proposed by Kemna et al. (2002) at the field-scale.

### 5.3 Electrical conductivity anisotropy

From the previous subsection, it appears that the bulk electrical conductivity is strongly related to the liquid phase connectivity and to the spatial distribution of the tracer concentration. It is therefore highly sensitive to the orientation of the electrical conductivity measurement setup with respect to the tracer transport. In order to study this effect, numerical tests have been performed: for each time step, the simulated bulk electrical conductivity presented in sections 4.1 and 4.2 (the longitudinal bulk electrical conductivity) has been compared to the value obtained from a numerical simulation where
the current flows in the medium from top to bottom, so that we compute the transverse bulk electrical conductivity. That is, we extracted the section of the images between electrode P1 and P2 (i.e., the investigation zone) and solved the electrical problem after imposing a 90° rotation to the porous medium around its center, without modifying the position of the electrodes. Figures 10a and b illustrate the simulation set-up of this anisotropy study, while Fig. 10c and d show the anisotropy factor $\lambda$ of the electrical conductivity during the saturated and the partially saturated tracer tests, respectively. The dimensionless anisotropy factor, $\lambda$, is calculated as follows (e.g., Linde and Pedersen, 2004):

$$\lambda = \sqrt{\frac{\sigma_{\text{sim}}}{\sigma_{\text{sim}90}}}$$  \hspace{1cm} (8)

where $\sigma_{\text{sim}}$ and $\sigma_{\text{sim}90}$ are the longitudinal and the transverse electrical conductivities with respect to the fluid flow direction, respectively. Finally, Figures 10e and f are conceptual illustrations of ERT measurements for a lateral or vertical tracer test in the near surface, respectively.

The behaviour of the electrical anisotropy factor is completely different under saturated and partially saturated conditions (Fig. 10). Under saturated conditions (Fig. 10b), the bulk electrical conductivity of the medium is isotropic (i.e., $\lambda \approx 1$) at the beginning and at the end of the tracer test. During the tracer test, the transverse electrical conductivity is higher than the longitudinal one as the zone that is invaded by the tracer creates a high conductivity path for the electrical current from top to bottom (Fig. 5). On the contrary, under partially saturated, the medium is already anisotropic due to the presence of air clusters, the largest of which have a linear size close to half the medium size. Given the flow direction in the cell, air clusters tend to be more elongated in the longitudinal direction (Fig. 7), which yields $\sigma_{\text{sim}} > \sigma_{\text{sim}90}$ ($\lambda = 1.15$ for $t = 0$ s). Then, as the tracer propagates in the pore space, the complex patterns of tracer fingering tend to increase the anisotropy factor (up to $\lambda = 2.41$). Note that, at the end of the tracer test, the anisotropy factor diminishes but does not return to its initial value (e.g., $\lambda = 1.59$ at $t = 14000$ s). This is caused by the remaining strong heterogeneity in the tracer concentration distribution (Fig. 9).

5.4 Impact on ERT interpretations

This study presents a new geoelectrical milli-fluidic setup that helps understanding better the link between state variables of hydrogeological interest (water saturation, flow velocity field, ionic concentration field, solute concentration field) and measurable upscaled geophysical properties under dynamic conditions. Considering that the scale of the flow cell in our experiment could be seen as an analogue to the resolution scale in a field ERT experiment, the present work has clearly shown that the apparent water electrical conductivity at the resolution scale is largely determined by the heterogeneity of ionic concentrations below this resolution scale, especially under partially saturated conditions (see Figs. 5 to 9).

Electrical conductivities resulting from ERT inversion are subjected to two kinds of processes masking the medium heterogeneity: (1) a smoothing above the cell size used to discretize the subsurface that is due to the inversion regularization imposed to make the inverse problem unique and (2) the conductivity homogenization at the REV (or discretized cell size) scale that we study herein. The inversion smoothing is the most scrutinized one as it is due to a regularization process needed to perform the inversion (e.g., Constable et al., 1987). Various works have described and studied the impact of model regularization, showing that information about sharp contrasts between model cells is lost (see, among other works: Day-Lewis et al., 2005; Singha and Gorelick, 2006). This phenomenon induces an apparent tracer loss when conducting in situ ERT monitoring of tracer tests. The second process masking the heterogeneity of the processes at play is a consequence of unaccounted saline tracer heterogeneity below the cell size used in the inversion. This cell size is often implicitly assumed to correspond to the REV scale and petrophysical models are used (see Eq. 1) that assumes that saline tracer heterogeneity is constant. Only a few works have considered tracer heterogeneity at
the REV scale (e.g., Singha et al., 2007; Day-Lewis et al., 2017)), but only for two classes of porosities. Future work is needed to ensure proper upscaling to the cell size used in geophysical inversion and forward modeling. This work has clearly demonstrated that such effects can be very strong. In practice, we suggest that both of these effects are interconnected and we refer to them collectively as sub-resolution effects.

In our experiments we find that the heterogeneous fluid phase distributions and ionic concentration field in the aqueous phase at the sub-resolution scale have shown a strong impact on the effective bulk electrical conductivity. When conducting ERT monitoring, researchers often try to retrieve the ionic concentration at the resolution scale from the bulk electrical conductivity using a petrophysical relationship (often Archie, 1942, Eqs. 1 and 2) which assume a homogeneous distribution of $\sigma_w$ below the resolution scale. Thus, they ignore the two effects described above (regularization and homogenization). However, in section 4, we have shown that the bulk electrical conductivity measured at the scale of our porous medium depends strongly on the connectivity of the tracer between the two potential electrodes at the pore-scale. Figures 6b and 8b show that as long as the medium is not homogeneous, the apparent water conductivity can be much smaller than the arithmetic mean of its constituents: $\sigma_{wp} \ll \bar{\sigma}_w$. Indeed, the electrical current is only sensitive to a fraction of the tracer in the medium, the part connecting both sides of the voxel in the direction of the electrical current, as shown by Fig. 9. And, as discussed previously, the time of homogenization can be much longer than the duration of an experiment (be it a lab or a field experiment). This inequality between effective bulk conductivity and arithmetic average conductivity results in an apparent mass loss when inferring solute concentrations from ERT inversion results using Eq. (2). Indeed, in our medium, the arithmetic mean of the local conductivities (the upper Wiener bound), $\bar{\sigma}_w$, is proportional to the arithmetic mean of local concentrations, which is the solute concentration defined at the medium scale. If one considers that our medium scale represents the resolution scale of an ERT field experiment (Figs. 10e and f), the solute concentration measured by ERT would be inferred from an apparent water conductivity measured at that scale, and hence its ratio to the true solute concentration would equal the ratio $\sigma_{wp}/\bar{\sigma}_w$. In other words the apparent mass loss is a necessary consequence of the upper Wiener bound at sub-resolution scale and is to be expected as soon as the solute is not well-mixed in the pore space and at the ERT resolution scale (i.e., always). This mechanism could account for an important proportion of the very important mass loss in ERT studies (e.g., 75% of apparent mass loss in Singha and Gorelick (2005)). Furthermore, these results indicate that monitoring an horizontal tracer flow (Fig. 10e) or a vertical one (Fig. 10f) from the surface could result in very different apparent mass losses, depending also on the type of ERT measurements performed (surface measurements or borehole measurements). The use of electrode arrays at both the surface and in boreholes (e.g., Looms et al., 2008), when available, could help better constraining the tracer flow direction by taking advantage of this anisotropy.

Finally, to the best of our knowledge, the electrical conductivity has never been considered a tensor in time-lapse ERT inversions (see LaBrecque and Casale, 2002; Pain et al., 2003, for static inversion). Therefore, the effect of tracer percolation on the electrical conductivity anisotropy factor is largely ignored and will inevitably produce artifacts. Given the large value obtained in the anisotropy test (up to $\lambda = 2.76$ in Fig. 10d), it seems that describing electrical conductivity as a tensorial property during tracer tests should be investigated in more details.

5.5 Technical improvements for further experiments

We have developed a geoelectrical milli-fluidic setup to study sub-resolution effects associated with electrical conductivity monitoring of tracer tests. Even if this initial study is already rich in results, significant improvements could be made to the experimental setup and measurement protocol.

The opacity of the currently used electrodes has the disadvantage of degrading the information available about what is happening above them (Figs. 5, 7, and 9), making for example the determination of air cluster boundaries above an electrode difficult. Different possibilities can be explored to
solve this issue, among which the use of transparent electrodes, or locating the electrodes outside of
the porous medium.

An appropriate choice of fluorescein concentration in the injected solutions is crucial to obtain
high-quality images with a suitable optical contrast. For future works, we recommend that the back-
ground solution should be more concentrated in fluorescein, in order to improve the contrast between
the liquid phase at low fluorescein concentration and the air phase. Furthermore, the mass concen-
tration ratio between fluorescein and NaCl salt should be revisited to take advantage of the largest
range of light intensity possible. We anticipate that performing the calibration of the transfer function
between light intensity and local conductivity in the same flow cell as that used for the tracer experi-
ments will remove the need for an a posteriori correction of the calibration curve. Besides, the use of
many more calibration points will help improving the reliability of that curve.

6 Conclusion

We propose a new geoelectrical milli-fluidic setup to study the impact of the pore-scale distribution of
fluid phases and tracer concentrations on the effective bulk electrical conductivity. The setup is based
on a two-dimensional porous medium consisting of a single layer of cylindrical grains positioned
randomly between two parallel glass plates. The macroscopic scale in our laboratory study can be
seen as an analogue to the resolution scale of ERT at the field-scale. After performing a petrophysical
characterization of the porous medium, we monitored variations in the bulk electrical conductivity of
the porous medium during saline tracer tests under full and partial saturation. We find that the air dis-
tribution and the resulting heterogeneity in solute concentrations lead to electrical current channeling
with strong effects on effective bulk conductivities. This suggests a strong impact of pore-scale and
sub-resolution effects on upscaled bulk electrical conductivity in terms of magnitude and anisotropy.
Such effects are expected to systematically occur at the field-scale due to incomplete solute mixing
below the resolution scale. We suggest that they could contribute significantly to an important inconsis-
tency in conventional time-lapse ERT image processing, namely the apparent loss of tracer mass.
In fact, the use of the upper Wiener bound of the effective bulk electrical conductivity implies that
the inferred solute concentration at the ERT resolution scale will always be smaller than the true aver-
age solute concentration at that scale. The presented geoelectrical milli-fluidic setup (and variations
thereof) opens up a range of opportunities to investigate the link between electrical signals and a
variety of pore-scale processes, such as mixing, reactive transport, and biogeochemical reactions.
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Figure 10: Numerical study of anisotropy in the effective bulk electrical conductivity during tracer experiments for (a) the experimental configuration with longitudinal electrical transport and (b) a rotation of the set of electrodes with respect to the medium by 90° (i.e., imposing transverse electrical transport with respect to the main flow direction). (c) The electrical anisotropy factor as a function of time during the saturated tracer test. (d) Same as (c) for partially saturated conditions. Note that the anisotropy study is only conducted on the part of the cell between P1 and P2 (i.e., the investigation zone). The dashed line corresponds to the value $\lambda = 1$. Conceptual view of surface-based ERT measurements for (e) lateral and (f) vertical tracer flow in the near surface.