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Abstract

Quantitative hydrogeophysical studies rely heavily on petrophysical relationships that link geophysical properties to hydrogeological properties and state variables. Coupled inversion studies are frequently based on the questionable assumption that these relationships are perfect (i.e., no scatter). Using synthetic examples and crosshole ground-penetrating radar (GPR) data from the South Oyster Bacterial Transport Site in Virginia, USA, we investigate the impact of spatially-correlated petrophysical uncertainty on inferred posterior porosity and hydraulic conductivity distributions and on Bayes factors used in Bayesian model selection. Our study shows that accounting for petrophysical uncertainty in the inversion (I) decreases bias of the inferred variance of hydrogeological subsurface properties, (II) provides more realistic uncertainty assessment and (III) reduces the overconfidence in the ability of geophysical data to falsify conceptual hydrogeological models.
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1. Introduction

A primary goal in hydrogeophysical studies is often to infer quantitative hydrogeological models from geophysical and any available hydrogeological data. Unfortunately, petrophysical relationships describing links between geophysical properties and hydrogeological parameters and state variables are uncertain and the information content of hydrogeophysically-inferred estimates is significantly affected by their predictive power. We distinguish here between three types of uncertainty in petrophysical (also called rock physics) models: (1) petrophysical model uncertainty refers to uncertainty about the most appropriate parametric form (e.g., Archie’s law, time propagation model, Wyllie’s formula), (2) petrophysical parameter uncertainty relates to uncertainty about the most appropriate parameter values (e.g., cementation index, saturation exponent), and (3) petrophysical prediction uncertainty describes the scatter and bias around the calibrated petrophysical model (e.g., dispersion around predictions based on Archie’s law). These three types of uncertainty are clearly not independent of each other. For instance, petrophysical prediction uncertainty is described by the residuals between the actual prediction quantity (e.g., porosity, hydraulic conductivity) and the predictions for a given petrophysical model and parameter values.

To date, most focus in hydrogeophysical inversion has been on petrophysical parameter uncertainty (e.g., Kowalsky et al. (2005); Lochbühler et al. (2014)) with the petrophysical parameter values being inferred (deterministically or probabilistically) as a part of the inversion process. However, ignoring the other two types of uncertainty may lead to biased estimates and unrealistically low uncertainty estimates. For instance, Brunetti et al. (2017) suggest that ignoring petrophysical prediction uncertainty when using Bayesian model selection to discriminate among conceptual hydrogeological models will likely lead to overconfidence in the ability of geophysical data to falsify and discriminate between alternative conceptual hydrogeological models Linde (2014). Furthermore, it also implies that ad hoc data weighting schemes are needed when jointly in-
verting geophysical and hydrogeological data (e.g., Lochbühler et al., 2013) in which each data type was given an equal weight in the objective function).

One approach to partly circumvent these issues is to avoid the use of explicit petrophysical relationships altogether. For instance, this can be achieved using structural approaches to joint inversion (Haber & Oldenburg, 1997). The cross-gradient method of Gallardo & Meju (2003) is a widely employed approach to penalize structural dissimilarity between any two parameter fields (defined as the cross-product of the spatial gradients of two parameter fields). Hydrogeophysical adaptations and applications of this method can be found in Doetsch et al. (2010); Linde et al. (2006, 2008); Lochbühler et al. (2013). Unfortunately, minimizing the cross-gradient function is an inappropriate approach when both hydrogeological properties and state variables vary (e.g., Doetsch et al. (2010); Linde et al. (2006)). Among a multitude of cluster-based approaches, we highlight the works by Sun & Li (2016, 2017) who develop a multidomain joint clustering inversion method that uses the fuzzy c-means clustering technique to constrain the statistical behaviour of inverted physical property values in the parameter domain. This approach overcomes the problem of determining a priori the appropriate petrophysical model as it is allowed to exhibit different forms in different regions of the model domain. For time-lapse applications, Vasco et al. (2014) circumvent the use of an explicit petrophysical model by relating the time at which a significant change in geophysical data occurs to the time of a saturation and/or pressure change within a reservoir or aquifer. Alternative approaches are presented by Hermans et al. (2016) and Oware et al. (2013). They link geophysical properties to hydrogeological parameters by physically-based regularization operators or direct multivariate statistical models but, unlike other methods, they adopt an explicit petrophysical relationship to create a prior set of subsurface model realizations or training images. This is done to ensure geologically realistic results.

Explicit petrophysical relationships can be integrated in hydrogeophysical inversions using two types of work flows: two-step (or sequential) inversion approaches (Chen et al., 2001; Copty et al., 1993; Doyen, 1988, 2007; Rubin
et al., 1992) and coupled inversion approaches (Hinnell et al., 2010; Kowalsky et al., 2005).

The two-step inversion approach consists of two sequential steps: first, the geophysical properties (e.g., electrical permittivity) are inferred from geophysical data (e.g., first-arrival ground-penetrating radar (GPR) travel times) through deterministic or stochastic inversions; second, petrophysical relationships are used to classify and map the inferred geophysical properties into probability density functions (Mukerji et al., 2001) or deterministic estimates of hydrogeological or reservoir properties. This is achieved by different statistical techniques, such as, co-kriging, discriminant analysis, neural networks and Bayesian classification/estimation. In reservoir geophysics, the two-step inversion approach has been favoured in conjunction with sophisticated statistical rock physics models. For instance, Shahraeeni & Curtis (2011); Shahraeeni et al. (2012) use neural networks to map inferred seismic wave impedances into posterior distributions of porosity, clay content, and water saturation. Grana & Della Rossa (2010); Grana et al. (2012) sample the posterior distribution of reservoir properties using the Monte Carlo method for a given seismic model. They conceptualize petrophysical prediction uncertainty as Gaussian random fields with zero mean and a covariance matrix estimated by comparing predictions with well-log data. In hydrogeophysics, the Bayesian two-step approaches are also used, for instance, by Chen et al. (2001, 2004) to estimate hydraulic conductivity conditioned to GPR velocity, GPR attenuation, and seismic velocity tomograms. In hydrogeophysics, the two-step approach has been criticized as it can lead to inconsistent estimates (apparent mass loss) and spatially-dependent bias (Day-Lewis et al., 2005).

The coupled inversion approach is often formulated within a Bayesian framework in which hydrogeological properties are estimated by inversion of geophysical and, possibly, hydrogeological data. A pioneering work on coupled inversion is Bosch (1999) who develops a formal Bayesian procedure, referred to as lithological tomography or lithological inversion. In this approach, Markov chain Monte Carlo (MCMC) is used to integrate geophysical data, geological concepts
and uncertain petrophysical relationships. The coupled inversion approach is well suited to integrate multiple geophysical datasets and arbitrary petrophysical relationships. Also, when confronted with non-linear physics and non-linear petrophysical relationships, the coupled inversion approach is preferable to a two-step inversion approach (Bosch, 2004). Most hydrogeophysical works based on coupled inversion approaches assume that the petrophysical relationship is perfect with known or unknown parameter values (Chen et al., 2006; Kowalsky et al., 2005; Lochbühler et al., 2015). When petrophysical parameter values are unknown, they are inverted for simultaneously with the hydrogeological properties of interest. Petrophysical prediction uncertainty has received less attention in coupled inversion. In the rare circumstances it is included at all, it is commonly conceptualized with a multivariate Gaussian distribution with known mean and covariance matrix (Bosch, 2004; Bosch et al., 2009; Bosch, 2016; Chen & Dickens, 2009). The petrophysical prediction uncertainty is then typically sampled using the brute force Monte Carlo method by adding random multivariate Gaussian realizations to the petrophysical model outputs at each iteration of the MCMC inversion.

In this study, we address the following research questions using a coupled Bayesian hydrogeophysical inversion approach:

1. How can we efficiently incorporate petrophysical prediction uncertainty in MCMC inversions?
2. What are the consequences of ignoring or making incorrect assumptions on petrophysical prediction uncertainty (including its correlation structure) on inferred posterior distributions of interest?
3. Can we reliably infer a geostatistical model of petrophysical prediction uncertainty within the inversion?
4. What are the impacts of petrophysical uncertainty on Bayesian model selection results?

After introducing the theory and method (Section 2), we start out by exploring the above-mentioned research questions by means of porosity estima-
tion using synthetic crosshole GPR travel time data and an explicit well-known petrophysical relationship with known parameters (Section 3). We then present a field case-study (Section 4) aiming at hydraulic conductivity estimation from GPR travel time and hydraulic conductivity (flowmeter) data measured at the South Oyster Bacterial Transport site in Virginia, USA (Chen et al., 2001; Hubbard et al., 2001; Scheibe et al., 2011). Here, we solely assume to know the parametric form of the petrophysical relationship and we infer for its petrophysical parameters (i.e., the petrophysical parameter uncertainty is considered in addition to petrophysical prediction uncertainty).

2. Theory and method

2.1. Bayesian inference and model selection

We present below a short summary of Bayesian inference and model selection.

Given $n$ measurements, $\tilde{Y} = \{\tilde{y}_1, \ldots, \tilde{y}_n\}$, and a $d$-dimensional vector of model parameters, $\theta = \{\theta_1, \ldots, \theta_d\}$, Bayes’ theorem defines the posterior probability density function (pdf) of the model parameters, $p(\theta | \tilde{Y})$, as

$$p(\theta | \tilde{Y}) = \frac{p(\theta)L(\theta | \tilde{Y})}{p(\tilde{Y})}.$$  \hspace{1cm} (1)

The posterior pdf describes the state of knowledge about the model parameters given the observed data and prior knowledge. The prior pdf, $p(\theta)$, quantifies the initial state of knowledge about the model parameters before considering the observed data. We consider a likelihood function, $L(\theta | \tilde{Y})$, that is Gaussian in shape by imposing uncorrelated and normally distributed measurement errors with constant standard deviation, $\sigma_{\tilde{Y}}$,

$$L(\theta | \tilde{Y}) = \left( \sqrt{2\pi\sigma_{\tilde{Y}}}^2 \right)^{-n} \exp \left[ -\frac{1}{2} \sum_{h=1}^{n} \left( \frac{F_h(\theta) - \tilde{y}_h}{\sigma_{\tilde{Y}}} \right)^2 \right].$$  \hspace{1cm} (2)

The larger the likelihood, the lower is the data misfit between the simulated forward responses, $F(\theta)$, and the data, $\tilde{Y}$. The evidence, $p(\tilde{Y})$, evaluates the support provided by the observed data to a given model parametrization and
prior pdf (conceptual model), $\eta$, and it is defined as the (multidimensional) integral of the likelihood function over the prior distribution,

$$p(\tilde{Y}|\eta) = \int L(\theta, \eta | \tilde{Y}) p(\theta | \eta) d\theta.$$  

(3)

Computing the evidence is challenging as, in general, the integral in Eq. (3) cannot be evaluated analytically and it must be approximated by numerical means.

The evidence is used to calculate Bayes factors and is, thus, the cornerstone of Bayesian model selection (Kass & Raftery, 1995). Bayesian model selection (Jeffreys, 1935, 1939) aims at determining the competing conceptual model that is the most supported by the observed data while honouring the principle of Occam’s razor. This implies that if multiple conceptual models fit the data nearly equally well, then the simplest model (e.g., with the least number of unknown parameters or the smallest prior parameter ranges) is favoured over more complex ones (Gull, 1988; Jeffreys, 1939, 1939; Jefferys & Berger, 1992; MacKay, 1992). Conceptual models could refer to different spatial parametrizations of the subsurface (e.g., multi-Gaussian fields with isotropy or vertical anisotropy) or alternative petrophysical relationships. Bayes factors are simply the ratio of the evidences of two competing conceptual models, $\eta_1$ and $\eta_2$. For instance, the Bayes factor of $\eta_1$ with respect to $\eta_2$, or $B(\eta_1, \eta_2)$, is defined as

$$B(\eta_1, \eta_2) = \frac{p(\tilde{Y}|\eta_1)}{p(\tilde{Y}|\eta_2)}.$$  

(4)

Subsurface conceptual models with large Bayes factors are preferred statistically and the conceptual model with the largest evidence is the one that best honours the data on average over the prior pdf. This implies that there is no guarantee that the "correct" conceptual model will be favoured if a simpler model allows for similar degrees of data misfit.

In this work, we perform coupled Bayesian hydrogeophysical inversion based on MCMC sampling (Robert & Casella, 2013) using the DREAM(ZS) algorithm (Laloy & Vrugt, 2012; Vrugt, 2016) to estimate $p(\theta|\tilde{Y})$. This multi-chain method creates symmetric model proposals from an historical archive of past
states and automatically tunes the scales and orientation of the proposal distribution on the fly to the target posterior distribution. Each proposal is accepted or rejected based on the Metropolis acceptance ratio (Hastings, 1970; Metropolis et al., 1953). If the proposal is accepted, the chain moves to the new location, otherwise the chain remains at its current location. Acceptance ratios between 15% - 40% usually indicate good performance of the MCMC simulation (Gelman et al., 1996). The convergence to the target posterior distribution is monitored with the analysis of variance by Gelman & Rubin (1992). Approximate convergence is declared when the variance between the different chains is lower than the variance within each single chain (Gilks et al., 1995).

For purposes of Bayesian model selection, we estimate the evidence with the Gaussian mixture importance sampling approach recently developed by Volpi et al. (2017). This approach allows for four different sampling methods: reciprocal importance sampling, importance sampling and bridge sampling with geometric and optimal bridge. Following Brunetti et al. (2017), we rely on importance sampling from a Gaussian mixture model that is fitted to the estimated posterior probability density function.

2.2. MC and MCMC sampling of petrophysical prediction uncertainty

As mentioned in Section 1, in the rare cases when petrophysical prediction uncertainty is included in coupled inversion, it is sampled through the brute force Monte Carlo (MC) method (Hammersley & Handscomb, 1964) while the inference of model parameters of interest is achieved through MCMC. This method draws independent samples from the (multivariate) prior distribution of petrophysical prediction uncertainty and we refer to it as MC-within-MCMC. In Section 3.1, we will demonstrate that the MC-within-MCMC method turns out to be very inefficient because of acceptance rates that are prohibitively low. As an alternative, we make use of the DREAM(ZS) proposal mechanism (see details in Laloy & Vrugt, 2012; Vrugt, 2016) to infer the petrophysical prediction uncertainty together with the other parameters by MCMC (full MCMC). In essence, this implies that petrophysical prediction uncertainty is parameterized
and treated in the same way as the other unknowns that are inferred in the MCMC inversion. Both the MC-within-MCMC and the full MCMC approaches should converge to the same result. An alternative to such explicit treatments of petrophysical prediction uncertainty as "nuisance" parameters is to incorporate their effects in the likelihood function. However, efficient and theoretically-consistent ways to achieve this for non-linear problems remains an open research question (see Section 5.2 in Linde et al. (2017)).

2.3. Petrophysical relationships and geophysical forward model

We consider synthetic test cases for known and theoretically-based petrophysical relationships for which petrophysical prediction uncertainty is comparatively low. For the field study, we consider an unknown, empirically-based and comparatively weak petrophysical relationship. The synthetic example concerns predictions of the porosity field and the field study aims at predicting hydraulic conductivity. These two types of problems were chosen to span typical applications, as well as different strengths and types of petrophysical relationships.

The synthetic examples (Section 3) used in this study rely on the following petrophysical relationship to link GPR velocities, $v \text{ [m/s]}$, to porosities, $\Phi [-]$:

$$v = \sqrt{\Phi^m c^{-2} \varepsilon_w + (\Phi^m - 1) \varepsilon_s}^{-1},$$

(5)

where $\varepsilon_w = 81 [-]$ and $c = 3 \cdot 10^8$ [m/s] are the relative permittivity of water and the speed of light in vacuum, respectively. We assume the relative permittivity of the mineral grains, $\varepsilon_s [-]$, equal to 5 and the cementation index, $m [-]$, equal to 1.5. In order to incorporate the petrophysical prediction uncertainty, Eq. (5) is computed in three steps. The effective relative permittivities, $\varepsilon$, are first found for a given porosity model (Pride, 1994):

$$\varepsilon = \varepsilon_s + \Phi^m \varepsilon_w - \Phi^m \varepsilon_s,$$

(6)

then the petrophysical prediction errors, $\Delta p$, describing the residual for each model cell are added

$$\varepsilon' = \varepsilon + \Delta p,$$

(7)

9
and the corresponding GPR velocities are derived

$$v = \sqrt{c^{-2} \varepsilon'}^{-1}.$$ \hfill (8)

In the context of the field study (Section 4) at the South Oyster Bacterial Transport Site, we compare linear and quadratic petrophysical relationships to link the GPR velocities, \(v\) [m/s], to the natural logarithm of the hydraulic conductivities, \(K = \log K\) [log(m/h)]:

Step 1: \(v' = a_0 + a_1 K\) \hfill (9)

or

Step 1: \(v' = a_0 + a_1 K + a_2 K^2\) \hfill (10)

where \(a_0, a_1\) and \(a_2\) are the polynomial coefficients. We then add \(\Delta p\):

Step 2: \(v = v' + \Delta p\). \hfill (11)

Chen et al. (2001) and Hubbard et al. (2001) demonstrate at the South Oyster Bacterial Transport Site that the GPR velocities inferred by linear tomographic inversion are correlated to the logarithm of hydraulic conductivities with a correlation coefficient of 0.68. This suggests that the true underlying correlation is equal or stronger than this value. However, we stress that any relationship between GPR velocity and hydraulic conductivity is site-specific and typically weak.

The spatial model domain of interest covers an area of 7.2 m × 7.2 m below the ground surface. We consider multi-Gaussian models of porosity, hydraulic conductivity and petrophysical prediction uncertainty over a regular 2D grid of size 180 × 180. We use the non-linear 2D traveltime solver (time 2d) of Podvin & Lecomte (1991) to compute first-arrival travel times from velocity fields obtained by applying the petrophysical relationships of Eqs. (5), (8) and (9)–(11) to each porosity or hydraulic conductivity field.

2.4. Model parameterisation

We generally describe the petrophysical prediction uncertainty, \(\Delta p\), the porosity, \(\Phi\), and the log-hydraulic conductivity, \(K\), fields as multi-Gaussian ran-
dom fields. The only exception is the illustrative synthetic example of Section 3.1, in which the $\Phi$ and $\Delta p$ fields correspond to independent horizontal layers.

We parameterise our multi-Gaussian fields using the method by Laloy et al. (2015). This method generates stationary multi-Gaussian fields by employing circulant embedding of the covariance matrix. To decrease the number of unknowns inferred during the inversion process, the dimensionality is reduced by resampling two low-dimensional vectors of standard normal random numbers to the original size of the model using the one-dimensional Fast Fourier Transform interpolation. We refer to Laloy et al. (2015) for more details. In our case, we generate each vector with 50 dimensionality reduction (DR) variables (i.e., 100 instead of 32400 unknowns), which substantially decrease the MCMC computational cost. The multi-Gaussian model is described by the Matérn variogram model and associated geostatistical parameters, including the mean and the variance, the integral scale along the major axis of anisotropy, $I$, the anisotropy angle, $\varphi$, the ratio of the integral scales along the minor and major axis of anisotropy, $R$, and the shape parameter of the Matérn variogram model, $\nu$. We jointly infer the geostatistical parameters and the DR variables describing the hydrogeological properties (i.e., porosity or hydraulic conductivity) with the corresponding parameters and variables characterising the petrophysical prediction uncertainty.

3. Synthetic examples

3.1. Toy example: MC-within-MCMC versus full MCMC sampling

Historically (see Section 2.2), petrophysical prediction uncertainty has been addressed by drawing independent proposals of $\Delta p$ from the prior while parameters of interest have been inferred by MCMC (MC-within-MCMC). As an alternative, petrophysical prediction uncertainty is here parameterized and inferred as any other parameter in the MCMC inversion (full MCMC). We consider a toy example to demonstrate the advantage of using an appropriate model proposal distribution to infer the petrophysical prediction uncertainty.
(full MCMC) when considering moderately large or large data sets with high
signal-to-noise-ratios. The set-up of this simple synthetic example consists of
10 GPR transmitters and 10 receivers placed at uniform depth intervals on the
right and left side of the model domain, respectively (Fig. 1a). Considering all
possible transmitter-receiver pairs yields 100 first-arrival travel time data. The
ture porosity field is characterized by four layers of equal thickness with values of
0.3, 0.45, 0.35 and 0.4 starting from the ground surface (Fig. 1a). We consider
synthetic travel time data that are contaminated with uncorrelated and nor-
mally distributed measurement errors with standard deviation, $\sigma_\tilde{Y}$, equal to 0.5
ns (i.e., typical of crosshole GPR) and 2 ns, respectively. We consider a uniform
prior distribution of porosity in the range [0.25,0.50] and the prior distribution
of the petrophysical prediction uncertainty, $\Delta p$, is Gaussian with zero-mean
and standard deviation of 0.8, chosen according to the experimental study of
Roth et al. (1990). The $\Delta p$ values are added following Eq. 7 and integrated
in the inversion with the MC-within-MCMC and the full MCMC methods (see
Section 2.2). The latter draws the parameters from the DREAM(ZS) proposal
distribution that gradually update $\Delta p$.

We obtain appropriate acceptance rates of 20% (with $\sigma_\tilde{Y} = 0.5$ ns) and 22%
(with $\sigma_\tilde{Y} = 2.0$ ns) when considering full MCMC (Table 1). For MC-within-
MCMC, the acceptance ratio is 0.002% when $\sigma_\tilde{Y} = 0.5$ ns and 0.31% when $\sigma_\tilde{Y}$
= 2.0 ns. Convergence to the target distribution is consequently much faster
for full MCMC than for MC-within-MCMC, especially when $\sigma_\tilde{Y} = 0.5$ ns (i.e.,
5 · 10$^3$ forward simulations needed instead of 9.5 · 10$^6$, Table 1). That is, the
MCMC-derived method allows for an almost 2000-fold decrease in sampling
time with respect to the MC-within-MCMC method. This ratio grows further
when using smaller $\sigma_\tilde{Y}$ and more data.

For the case of $\sigma_\tilde{Y} = 0.5$ ns, we compare the posterior mean porosity fields
and associated standard deviations obtained when ignoring $\Delta p$ (Fig. 1b and
1c), when using the full MCMC (Fig. 1d and 1f) and the MC-within-MCMC
estimated $\Delta p$ (Fig. 1i and 1k). The posterior mean porosity fields obtained
in the three cases (Fig. 1b-d) are very similar and agree very well with the
<table>
<thead>
<tr>
<th>Method</th>
<th>$\sigma_{\tilde{Y}}$ [ns]</th>
<th>AR [%]</th>
<th>$T$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full MCMC</td>
<td>0.5</td>
<td>20.1</td>
<td>$5.0 \cdot 10^3$</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>21.9</td>
<td>$4.0 \cdot 10^3$</td>
</tr>
<tr>
<td>MC-within-MCMC</td>
<td>0.5</td>
<td>0.002</td>
<td>$9.5 \cdot 10^6$</td>
</tr>
<tr>
<td></td>
<td>2.0</td>
<td>0.31</td>
<td>$9.6 \cdot 10^4$</td>
</tr>
</tbody>
</table>

true porosity field shown in Fig. 1a. The incorporation of the petrophysical prediction uncertainty results in a standard deviation (Fig. 1f-g) that is ten times higher than for the case without petrophysical prediction uncertainty (Fig. 1h). These results suggest that petrophysical prediction uncertainty has a strong effect on the inferred model uncertainty and that the full MCMC approach is much more efficient than MC-within-MCMC. In the following, we will only present results obtained by the full MCMC approach and recommend it over MC-within-MCMC.
Figure 1: (a) The "true" subsurface porosity model used in our toy example with the different measurement depths of the GPR transmitters (black crosses) and receivers (black circles) indicated. Mean porosity fields of the posterior distribution derived from MCMC simulation with the DREAM(ZS) algorithm using a conceptual model with four layers in the case where (b) the petrophysical prediction uncertainty is not taken into account, (c) the petrophysical prediction uncertainty is sampled by MCMC and (d) the petrophysical prediction uncertainty is sampled by MC-within-MCMC. The corresponding posterior standard deviations of the porosity estimates are shown in (e), (f) and (g), respectively. All these plots were obtained with $\sigma_{\phi} = 0.5$ ns.

3.2. The forward problem: impact of petrophysical prediction uncertainty

For a given study area, geological facies and properties change in space (e.g., porosity, specific surface area, tortuosity) such that the optimal parameters describing any petrophysical relationship are likely to vary in space. This implies that, when relying on the common assumption of a stationary petrophysical relationship (i.e., the parameter values are the same everywhere), the petro-
physical prediction uncertainty is likely to have a spatially-correlated structure at a scale similar to the geological variability.

In this section, we investigate the impact of spatially-correlated petrophysical prediction uncertainty on data residuals by considering forward responses obtained with and without spatially-correlated petrophysical errors. In this section, we do not perform any inversion, but simply demonstrate the impact of the correlation scale of petrophysical prediction uncertainty. We consider 841 synthetic crosshole GPR travel times that are related to the porosity field in Fig. 2a. The porosity field is described by a multi-Gaussian field with horizontal anisotropy with: $\varphi = 90^\circ$, mean, $\Phi = 0.39$, variance, $\sigma^2_{\Phi} = 2 \cdot 10^{-4}$, integral scale, $I_{\Phi} = 1.5$ m, integral scales ratio, $R_{\Phi} = 0.13$ and the shape parameter, $\nu_{\Phi} = 0.5$ that corresponds to an exponential variogram. In the absence of any petrophysical prediction uncertainty, we obtain the velocity field by applying Eq. 5 with known petrophysical parameters. After calculating the corresponding forward response (Section 2.3), we add uncorrelated Gaussian observational noise with $\sigma_{\tilde{Y}} = 0.5$ ns, which leads to a root mean square error (RMSE) of 0.5 ns. For the case of uncorrelated petrophysical prediction errors, we apply Eq. (6), (7) and (8) and draw $\Delta p$ realizations from an uncorrelated Gaussian distribution with $\sigma_{\Delta p} = 0.8$. On the resulting simulated travel time data, we add the same observational noise realization. This yields a RMSE of 0.64 ns (Fig. 2b); a comparatively small increase in RMSE compared with the previous case. We then describe the petrophysical prediction uncertainty with zero-mean isotropic ($R_{\Delta p} = 1$) multi-Gaussian models with $\sigma_{\Delta p} = 0.8$ and $\nu_{\Delta p} = 0.5$. To assess the impact of the spatial correlation of the petrophysical prediction uncertainty, we draw $\Delta p$ realizations for isotropic multi-Gaussian distributions with increasing integral scales. For the corresponding forward responses, we observe a sharp increase of RMSE with increasing integral scales (Fig. 2b). For example, it is higher than 1.20 ns for an integral scale of 1.5 m. The RMSE reaches a plateau slightly above 1.36 ns when the integral scale approaches the size of the model domain (7.2 m). These results suggest that uncorrelated petrophysical prediction uncertainty (i.e., described by a nugget model) will have a relatively weak
impact on inversion results when considering finely-discretized models. However, we suspect petrophysical prediction uncertainty to be spatially-correlated and this correlation increase the effect on the observed data. If these effects are ignored in the inversion, one would expect negative impacts on the inversion results. This is studied in the following section.

Figure 2: (a) The true porosity model used in our synthetic examples. The 29 GPR transmitter (black crosses) and 29 receiver (black circles) locations are indicated. (b) Root mean square error (RMSE) of GPR travel time data as a consequence of observational errors and petrophysical prediction uncertainty with increasing correlation. In the absence of petrophysical prediction uncertainty, the RMSE is 0.5 ns.

3.3. The inverse problem: impact of assumptions on petrophysical prediction uncertainty

In this section, we investigate the consequences of making incorrect assumptions about petrophysical prediction uncertainty when inferring posterior distributions and Bayesian model selection. We consider the same ”true” porosity field (Fig. 2a) as in Section 3.2 and 841 first-arrival GPR travel time data contaminated with uncorrelated and normally-distributed measurement errors with standard deviation, $\sigma_Y = 0.5$ ns. In the MCMC inversions, we infer multi-Gaussian porosity fields with horizontal anisotropy and $\textbf{D}R_\Phi$, $\overline{\Phi}$, $\sigma_\Phi^2$ being ”unknown” parameters drawn from the associated prior distributions listed in Table 2 while all the other geostatistical parameters affecting the porosity structure are kept fixed. The petrophysical prediction uncertainty (if considered) is described as a zero-mean multi-Gaussian field with horizontal anisotropy and...
known geostatistical parameters (i.e., only DR$\Delta_p$ variables are inferred in the inversion, see Table 2). As before, the standard deviation, $\sigma_{\Delta_p}$, was set equal to 0.8 according to the experimental study of Roth et al. (1990). The addition of DR$\Delta_p$ leads to a decrease in the magnitude of the correlation coefficient (from -1 to -0.81) between the "true" porosity and the "true" GPR velocity values.

Table 2: Geostatistical parameters of the multi-Gaussian models subject to inference (first column), their respective units (second column), range (third column), prior distribution (fourth column), and number (last column). Dimensionality reduction variables, DR$\Phi$, mean, $\Phi$, and variance, $\sigma^2_{\Phi}$, of the porosity field; dimensionality reduction variables, DR$\Delta_p$, of the petrophysical prediction errors.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Prior range</th>
<th>Prior</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR$\Phi$</td>
<td>-</td>
<td>-</td>
<td>Normal</td>
<td>100</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>-</td>
<td>[0.3, 0.5]</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>$\sigma^2_{\Phi}$</td>
<td>-</td>
<td>$[10^{-4}, 2.5 \cdot 10^{-3}]$</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
<tr>
<td>DR$\Delta_p$</td>
<td>-</td>
<td>-</td>
<td>Normal</td>
<td>100</td>
</tr>
</tbody>
</table>

We consider four cases: $\Delta_p$ is not present in the data (i.e., it is not used to generate the synthetic data) and it is not inferred in the MCMC inversion (Case 1); $\Delta_p$ is inferred but it is not present in the data used for inversion (Case 2); $\Delta_p$ is present in the data, but not inferred (Case 3); $\Delta_p$ is present in the data and inferred (Case 4). Cases 1 and 4 represent situations where the assumptions are consistent with the "field" situation, while Cases 2 and 3 are based on inconsistent assumptions. We suggest that Case 3 represent the most common situation in the hydrogeophysics literature (i.e., petrophysical prediction uncertainty exists, but it is ignored).

All cases considered provide accurate estimates of the mean porosity (Fig. 3a), but only the consistent cases (Case 1 and 4) give significant probability to the actual variance (i.e., sill) describing the porosity field (Fig. 3b), with (as expected) Case 4 providing less precise estimates (i.e., parameter uncertainty is higher). For the inconsistent cases, we find for Case 2 that the standard deviation of the porosity field is greatly underestimated, while it is overestimated.
in Case 3 (Fig. 3b).

Figure 3: (a) Posterior distributions of the inferred mean of the porosity field. (b) Posterior distributions of the inferred variance (i.e., sill) of the porosity field. The vertical blue lines depict the values of the true model. The posterior distributions are derived from MCMC simulation with the DREAM(ZS) algorithm using 8 chains with 2.5·10^5 iterations.

We now consider the resulting mean porosity fields and the standard deviations for the consistent cases. For Case 1, we find a mean porosity field (Fig. 4a) that is very close to the true field (Fig. 2a). The standard deviation is low (Fig. 4e), the scatter between the mean model and the true model follows the 1:1 trend line (Fig. 4i) and the correlation coefficient is high (0.9). For Case 4, we find a slightly less precise mean model (Fig. 4d), which is reflected in the standard deviation being twice as large (Fig. 4h). Nevertheless, the corresponding scatter plot (Fig. 4l) indicates that there is no bias (the scatter falls on the 1:1 trend line) and the correlation coefficient is 0.75.

We now turn our attention to the inconsistent cases. When considering Case 2, we find a less variable mean field (Fig. 4b) and standard deviations that are
in-between the two consistent cases (Fig. 4f). The correlation coefficient is high (0.88), but the estimates are biased as they do not follow the 1:1 trend line (Fig. 4j). For Case 3, we find an overly variable mean field (Fig. 4c), rather small standard deviations (Fig. 4g) and a moderate correlation coefficient (0.75) with a scatter plot above the 1:1 trend line (Fig. 4k). These results suggest different outcomes. First, including a known petrophysical prediction uncertainty in the inversion leads to consistent estimates, but a wider posterior distribution than if petrophysical prediction uncertainty is absent. Second, the correlation coefficient with the true model is mainly determined by the petrophysical prediction uncertainty. Third, the estimated petrophysical prediction uncertainty (that does not exist) in Case 2 accounts for some of the variability due to porosity variations, which leads to a too smooth mean porosity field. Lastly, ignoring actual petrophysical prediction uncertainty in the inversion process (Case 3; the common case) leads to overly variable fields in order to accommodate data variability caused by both porosity variations and petrophysical prediction uncertainty. From these first inversion examples, we conclude that ignoring petrophysical prediction uncertainty leads to overly confident parameter inference and that some of the estimated parameters might be biased.
We now focus our attention on Bayesian model selection. For each of the four cases, we also use the data to infer porosity fields assuming (erroneously) a multi-Gaussian conceptual model with isotropy or vertical anisotropy. We compute the evidence for each of these conceptual models (the case of the true horizontal anisotropy and the incorrect cases of isotropy and vertical anisotropy) by approximating the integral in Eq. (3) with the Gaussian mixture importance sampling estimator (Section 2.1). For each case, we use a total of $10^5$ importance samples and repeat the evidence computation 10 times. The mean evidences
and associated ranges are presented in Fig. 5.

We find that the ranking of the different conceptual models is the same for all cases. As expected, the multi-Gaussian model with horizontal anisotropy (true conceptual model) has the largest evidence followed by the isotropic model (Fig. 5a). The evidence values are the largest when no petrophysical prediction uncertainty is present in the data or in the inversion (Case 1, Fig. 5a). When we include ∆p in the inversion, the evidence estimates (Case 2, Fig. 5a) decrease drastically with respect to Case 1. For instance, we find a 29 orders of magnitude decrease of the evidence estimates for the best model (multi-Gaussian model with horizontal anisotropy). When petrophysical prediction uncertainty is absent in the data (Cases 1 and 2), we find thus that Bayesian model selection clearly indicates that the conceptual model with horizontal anisotropy and no petrophysical prediction uncertainty is superior (the consistent case). Note that this is the case despite the fact that we find the highest log-likelihoods for Case 2 (black dotted lines in Fig. 5b-d). The addition of 100 "unnecessary" degrees of freedom in Case 2 leads to a much decreased ability to differentiate among the different geostatistical models. The error bars of the evidence estimates overlap for Case 2 and the Bayes factors (Table 3) are much smaller than for Case 1, which imply that it is much more difficult to judge which geostatistical model is preferred statistically.

We have seen above that the Bayesian model selection clearly favours the consistent Case 1 when comparing Cases 1 and 2. Unfortunately, this is not the case when comparing Cases 3 and 4. The consistent Case 4 (petrophysical prediction error in data and model parameterization) has a much lower evidence (Fig. 5b) for the multi-Gaussian model with horizontal anisotropy and much lower Bayes factors (Table 3) than the inconsistent Case 3 (petrophysical prediction errors in the data only). The reason for this is that Case 3 has similar log-likelihoods (i.e., data misfit) as Case 4 (Fig. 5b), but half as many model parameters. The ability to fit the data so well with this inconsistent model is probably a consequence of the petrophysical prediction uncertainty having the same geostatistical model as the porosity field. This implies that formal
Bayesian model selection will favour a lower-dimensional model parameterization that fits the data well, regardless of if it is the "correct" model or not. This is a characteristic of Bayesian model selection (e.g., Schöniger et al. (2015b)). Additional tests were performed (not shown) with conditioning to 17 porosity values along each borehole. This decreased the evidence for Case 3 somewhat and increased it for Case 4. However, Case 3 was still strongly favoured when calculating the corresponding Bayes factor.

Figure 5: (a) Mean values of the evidence in log_{10} space, \( P(\tilde{Y}) \), and corresponding uncertainty (error bars) derived from the Gaussian mixture importance sampling method for the multi-Gaussian conceptual models with horizontal anisotropy (squares), isotropy (circles) and vertical anisotropy (triangles). Posterior distribution of the log-likelihood, \( \mathcal{L}(\theta|\tilde{Y}) \), for the multi-Gaussian model with (b) horizontal anisotropy, (c) isotropy and (d) vertical anisotropy in Case 1 (black solid line), Case 2 (black dotted line), Case 3 (red dotted line) and Case 4 (red solid line).
Table 3: Bayes factors in $\log_{10}$ space of the best conceptual model, MGha, (horizontal anisotropy) with respect to the isotropic one, MGis, (first column) and to the vertically anisotropic one, MGva (last column).

<table>
<thead>
<tr>
<th>Cases</th>
<th>$\log_{10} B(MGha, MGis)$</th>
<th>$\log_{10} B(MGha, MGva)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1</td>
<td>18.36</td>
<td>29.09</td>
</tr>
<tr>
<td>Case 2</td>
<td>0.58</td>
<td>1.94</td>
</tr>
<tr>
<td>Case 3</td>
<td>35.65</td>
<td>78.38</td>
</tr>
<tr>
<td>Case 4</td>
<td>10.19</td>
<td>15.37</td>
</tr>
</tbody>
</table>

3.4. Inference of petrophysical prediction uncertainty

We have shown (Section 3.3) that ignoring petrophysical prediction uncertainty in MCMC inversions leads to over confident parameter estimates and biased estimates of geostatistical properties (e.g., the sill). In practical field situations, it is difficult to determine a priori the appropriate geostatistical model that governs petrophysical prediction uncertainty. In this section, we explore to which extent it is possible to infer for both $\Delta p$ and its underlying geostatistical model. We consider the same overall setting as in Sections 3.2 and 3.3 and the same "true" porosity field (Fig. 2a). Here, the true petrophysical prediction uncertainty is a zero-mean isotropic multi-Gaussian field with $\sigma_{\Delta p} = 0.8$, $I_{\Delta p}=0.8$ m, $R_{\Delta p}=1$, and $\nu_{\Delta p}=0.5$. We then infer for the mean and variance of the porosity field and for all the geostatistical parameters of $\Delta p$ described above and the corresponding $\text{DR}_{\Delta p}$ variables. The corresponding prior distributions of these "unknown" parameters are listed in Tables 2 and 4. The petrophysical relationship used is Eq. (5) and the petrophysical prediction uncertainty is accounted for following Eq. (7).

The inferred posterior distributions of the mean (Fig. 6a) and variance (Fig. 6b) of the porosity field are in general quite well recovered, even if they show a slight tendency to underestimate the true values. Overall, the geostatistical properties of the reference petrophysical prediction uncertainty field are captured in the sense that the corresponding "true" values are included in the
Table 4: Geostatistical parameters of the multi-Gaussian model of the petrophysical prediction uncertainty subject to inference (first column), their respective units (second column), range (third column), prior distribution (fourth column), and number (last column). Standard deviation, $\sigma_{\Delta p}$, integral scale along the major axis of anisotropy, $I_{\Delta p}$, anisotropy angle, $\phi_{\Delta p}$, ratio of the integral scales, $R_{\Delta p}$, and shape parameter of the Matérn variogram, $\nu_{\Delta p}$, of the petrophysical prediction uncertainty field.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Prior range</th>
<th>Prior</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\Delta p}$</td>
<td>-</td>
<td>[0.2, 3.6]</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
<tr>
<td>$I_{\Delta p}$</td>
<td>m</td>
<td>[0.6, 3]</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>$\phi_{\Delta p}$</td>
<td>°</td>
<td>[0, 180]</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>$R_{\Delta p}$</td>
<td>-</td>
<td>[0.05, 1]</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>$\nu_{\Delta p}$</td>
<td>-</td>
<td>[0.1, 5]</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
</tbody>
</table>

posterior distributions (Fig. 6c-g). However, some of the parameters are poorly recovered. For instance, the inferred standard deviation of $\Delta p$ is centered on the value of 1 instead of 0.8 (Fig. 6c) and the inferred shape parameter of the Matérn variogram peaks on a value that is half of the corresponding "true" value (Fig. 6g). The anisotropy angle is poorly estimated, which is a consequence of the "true" $\Delta p$ field being isotropic (Fig. 6e). The integral scale along the major axis of anisotropy and the ratio of the integral scales peak on the "true" values, but their posterior distributions are relatively wide (Fig. 6d and 6f).
Figure 6: Posterior distributions (black lines) derived from MCMC simulation with the DREAM(ZS) algorithm using 8 chains with $2.5 \times 10^5$ iterations of the (a) inferred mean, $\Phi$, and (b) variance, $\sigma^2_\Phi$, of the porosity field and of the geostatistical parameters of the petrophysical prediction uncertainty field: (c) standard deviation, $\sigma_{\Delta p}$, (d) integral scale along the major axis of anisotropy, $I_{\Delta p}$, (e) anisotropy angle, $\varphi_{\Delta p}$, (f) ratio of the integral scales along the minor and major axis of anisotropy, $R_{\Delta p}$, and (g) shape parameter of the Matérn variogram, $\nu_{\Delta p}$. The red and blue lines depict the corresponding prior distributions and values of the reference field, respectively. The densities in each plot are normalized.

The dominant structures in the reference porosity field (Fig. 7a), such as the low-porosity zones at a depth of 0.5 m, 4 m and 6 m, are well represented by the posterior mean porosity field (Fig. 7b). The posterior standard deviations
on the inferred porosity field span a range between 0.6% and 1% (Fig. 7c). We find that the inferred mean petrophysical prediction uncertainty field (Fig. 7d) and the "true" field (Fig. 7e) have a rather low correlation coefficient (0.55). The posterior standard deviations of $\Delta p$ span a range between 0.6 and 1 (Fig. 7f). These large uncertainties are also reflected in the $\Delta p$ posterior realizations (Fig. 8) that appear to be rather isotropic but with integral scales that vary significantly. Overall, the structural features of the GPR velocity field are well inferred even if their values span a wider range than the reference field (Fig. 7g-h). In particular, the high-velocity zone in the bottom right corner of the model domain are enhanced and characterized by large uncertainties (Fig. 7i).
Figure 7: (a) The "true" subsurface porosity model used in our synthetic example; (b) mean porosity field of the posterior distribution derived from MCMC simulation and the corresponding (c) standard deviations. (d) The "true" petrophysical prediction uncertainty model; (e) mean petrophysical prediction uncertainty field of the posterior distribution derived from MCMC simulation and the corresponding (f) standard deviations. (g) The "true" GPR velocity model; (h) mean velocity field of the posterior distribution derived from MCMC simulation and the corresponding (i) standard deviations. The mean fields are obtained from MCMC simulation with the DREAM\(_{\text{(ZS)}}\) algorithm using 8 chains with \(2.5\cdot10^5\) iterations.
We performed also a test with the petrophysical prediction uncertainty field conceptualized by a multi-Gaussian field with anisotropy at 45° (not shown). For this case, we find a significant improvement in the ability to infer for the standard deviation, angle of anisotropy and the shape parameter of $\Delta p$. These results suggest that $\Delta p$ is best resolved when its geostatistical properties are markedly different from the underlying porosity field. However, Bayesian model selection between the two conceptual models that include and not include $\Delta p$ in
the inversion still favours the case in which petrophysical prediction uncertainty errors are ignored (not shown).

4. Field example

4.1. Field site and available data

We now focus our attention on field data from the South Oyster Bacterial Transport Site in Virginia, USA [Hubbard et al., 2001]. In Section 3 we considered a well known and strong petrophysical relationship, while here we consider a case of an unknown and only moderately strong petrophysical relationship. A PulseEKKO 100 GPR system with a 100-MHz nominal-frequency antenna was used and we consider 841 crosshole GPR first-arrival travel time data between 29 transmitter and 29 receiver locations in boreholes S14 and M3, respectively. A total of 95 hydraulic conductivity estimates along boreholes S14, T2 and M13 obtained from an electromagnetic flowmeter were used for point conditioning following the methodology outlined by Laloy et al. (2015). We use the GPR data to infer the underlying log-hydraulic conductivity field, $\mathcal{K}$, assuming a multi-Gaussian model with horizontal anisotropy. Its integral scales, the anisotropy angle, and the shape parameter of the Matérn variogram are set based on previous investigations at the site [Chen et al., 2001; Hubbard et al., 2001]. These fixed parameters include, $I_\mathcal{K} = 1.5$ m, $\phi_\mathcal{K} = 90^\circ$, $R_\mathcal{K} \approx 0.13$ and $\nu_\mathcal{K} = 0.5$. The dimensionality reduction variables, $\text{DR}_\mathcal{K}$, the mean, $\mathcal{K}$, and standard deviation, $\sigma_\mathcal{K}$, of the log-hydraulic conductivity field are subject to inference and the corresponding prior ranges are listed in Table 5. The prior range on $\sigma_\mathcal{K}$ is set to include the 0.42 log(m/h) standard deviation of the available flowmeter data. The petrophysical prediction uncertainty is described by a zero-mean multi-Gaussian field with prior distributions outlined in Table 5. The upper bound on the prior range of $\sigma_{\Delta p}$ is chosen such that the resulting correlation coefficient between GPR velocities and log-hydraulic conductivities is equal or stronger than 0.68, which corresponds to the value reported by Chen et al. (2001) and Hubbard et al. (2001). We also jointly infer the petrophysical
parameters \(a_0\), \(a_1\) and \(a_2\) in Eqs. \([9]-[10]\) and the standard deviation of the measurement errors, \(\tilde{\sigma}_Y\) (Table 5). The overall number of parameters subject to inference is 211.

Table 5: Parameters subject to inference at the South Oyster Bacterial Transport Site (first column), their respective units (second column), range (third column), prior distribution (fourth column), and number (last column). Dimensionality reduction variables, \(\text{DR}_K\), mean, \(\bar{K}\), and standard deviation, \(\sigma_K\), of the natural log-hydraulic conductivity field; dimensionality reduction variables, \(\text{DR}_{\Delta p}\), standard deviation, \(\sigma_{\Delta p}\), integral scale along the major axis of anisotropy, \(I_{\Delta p}\), anisotropy angle, \(\varphi_{\Delta p}\), ratio of the integral scales, \(R_{\Delta p}\), and shape parameter of the Matérn variogram, \(\nu_{\Delta p}\), of the petrophysical prediction uncertainty field; standard deviation of the measurement errors on the travel time data, \(\tilde{\sigma}_Y\), and polynomial coefficients of the constant, \(a_0\), the linear, \(a_1\), and quadratic, \(a_2\), terms used to describe linear or a quadratic petrophysical relationships.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Units</th>
<th>Prior range</th>
<th>Prior</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{DR}_K)</td>
<td>-</td>
<td>-</td>
<td>Normal</td>
<td>100</td>
</tr>
<tr>
<td>(\bar{K})</td>
<td>log(m/h)</td>
<td>([-2, -1])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(\sigma_K)</td>
<td>log(m/h)</td>
<td>([0.4, 0.5])</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
<tr>
<td>(\text{DR}_{\Delta p})</td>
<td>-</td>
<td>-</td>
<td>Normal</td>
<td>100</td>
</tr>
<tr>
<td>(\sigma_{\Delta p})</td>
<td>m/(\mu s)</td>
<td>([0, 0.8])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(I_{\Delta p})</td>
<td>m</td>
<td>([0.6, 3])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(\varphi_{\Delta p})</td>
<td>°</td>
<td>([0, 180])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(R_{\Delta p})</td>
<td>-</td>
<td>([0.05, 1])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(\nu_{\Delta p})</td>
<td>-</td>
<td>([0.1, 5])</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
<tr>
<td>(\tilde{\sigma}_Y)</td>
<td>ns</td>
<td>([0.3, 2])</td>
<td>Log-uniform</td>
<td>1</td>
</tr>
<tr>
<td>(a_0)</td>
<td>m/(\mu s)</td>
<td>([40, 100])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(a_1)</td>
<td>log(h/m) \cdot m/(\mu s)</td>
<td>([0, 80])</td>
<td>Uniform</td>
<td>1</td>
</tr>
<tr>
<td>(a_2)</td>
<td>log(h^2/m^2) \cdot m/(\mu s)</td>
<td>([0, 5])</td>
<td>Uniform</td>
<td>1</td>
</tr>
</tbody>
</table>

4.2. Results at the South Oyster Bacterial Transport Site

In Section [3] we considered a synthetic example and a known petrophysical relationship. In the present field example, we only assume to know the para-
metric form of the petrophysical relationship and we estimate its petrophysical parameters. We infer the underlying log-hydraulic conductivity field and compare the results obtained by assuming three different petrophysical models: a perfect linear petrophysical relationship (Eq. (9)) in which the petrophysical prediction uncertainty is ignored (Model 1), a linear petrophysical relationship with scatter $\Delta p$ taken into account by following Eqs. (9) and (11) (Model 2), and a quadratic petrophysical relationship with scatter $\Delta p$ accounted for as in Eqs. (10)-(11) (Model 3).

After MCMC inversion, we obtain similar posterior distributions of the mean log-hydraulic conductivity when using a perfect linear ($-1.58 \log(m/h)$) and a scattered linear ($-1.57 \log(m/h)$) petrophysical relationship and a slightly lower value ($-1.68 \log(m/h)$) when using a scattered quadratic petrophysical relationship (Fig. 9a). When ignoring $\Delta p$, the inferred standard deviation of the log-hydraulic conductivity field peaks close to the upper bound (black line, Fig. 9b). When using a scattered linear or quadratic petrophysical relationship, the inferred posterior distribution of the standard deviation is truncated on the lower bound of the prior range (green and blue lines, Fig. 9b). The highest inferred standard deviation of the measurement errors, 0.56 ns, is obtained when ignoring $\Delta p$ in the inversion (black line, Fig. 9b). When considering the scattered linear or quadratic petrophysical relationship, the corresponding estimates are 0.37 ns and 0.36 ns, respectively (Fig. 9c).

The parameters describing the three petrophysical relationships are well defined (Fig. 9d-e-f). The inferred standard deviation of the petrophysical prediction uncertainty peak on the upper bound of the prior range (Fig. 9g). The other geostatistical parameters describing the $\Delta p$ field have similar posterior distributions regardless of if a linear (green lines) or a quadratic (blue lines) petrophysical relationship is used (Fig. 9h-k). In particular, we find that the petrophysical prediction uncertainty field is characterized by an integral scale along the major axis of anisotropy centred around 2.4 m (Fig. 9h), an almost horizontal anisotropy (Fig. 9i) and a ratio of the integral scales of 0.30 (Fig. 9j). The posterior distribution of the Matérn shape parameter is truncated by
the upper bound, thereby, suggesting a smooth field (Fig. 9k).

Figure 9: Posterior distributions derived from MCMC simulation with the DREAM(2S) algorithm using 8 chains with $5 \times 10^5$ iterations of the (a) mean, $\bar{K}$, and (b) standard deviation, $\sigma_K$, of the log-hydraulic conductivity field. Posterior distributions of the (c) standard deviation of the measurement errors, $\sigma_{\tilde{Y}}$, and the polynomial coefficients of the (d) constant, $a_0$, (e) linear, $a_1$ and (f) quadratic, $a_2$, terms describing the petrophysical relationships of Eqs. (9)-(11). Posterior distributions of the geostatistical parameters of the petrophysical prediction uncertainty field: (g) standard deviation, $\sigma_{\Delta p}$, (h) integral scale along the major axis of anisotropy, $I_{\Delta p}$, (i) anisotropy angle, $\varphi_{\Delta p}$, (j) ratio of the integral scales along the minor and major axis of anisotropy, $R_{\Delta p}$, and (k) shape parameter of the Matérn variogram, $\nu_{\Delta p}$. The results for the perfect linear, scattered linear and scattered quadratic petrophysical relationship are depicted with black, green and blue lines, respectively. The red lines indicate the corresponding prior distributions. The densities in each plot are normalized.
In Fig. 10a-c, we display the mean posterior hydraulic conductivity fields in linear scale. The three fields show similar values close to the boreholes where flowmeter data are available but, away from these locations, the different petrophysical models lead to different subsurface structures and estimates (e.g., within the first meter below the ground surface and between borehole T2 and M3, Fig. 10a-c). Nevertheless, all the three hydraulic conductivity mean models depict a low-hydraulic conductivity zone at a depth of 1-2 m.b.s.l. and at 5-6 m.b.s.l. (Fig. 10a-c). When the petrophysical prediction uncertainty is ignored, the inferred hydraulic conductivity (Fig. 10k) and GPR velocity (Fig. 10g) fields are characterized by a high variability. On average, the standard deviations of the posterior hydraulic conductivity estimates are higher when petrophysical prediction uncertainty is accounted for (Fig. 10f).

We observe similarities between the corresponding posterior GPR mean velocities (Fig. 10g-i). For instance, they all show a low-velocity zone within the first 2 m.b.s.l, at 3 m.b.s.l. and at 5-6 m.b.s.l and a high-velocity zone at 4-5 m.b.s.l. As expected, the inferred velocity fields derived from scattered petrophysical relationships (Fig. 10i-i) are smoother than the case in which this uncertainty is ignored (Fig. 10i). The mean posterior fields of the petrophysical prediction uncertainty distributions (Fig. 10k-l) are very similar and correlated with the posterior velocity means.
Figure 10: Mean of the posterior hydraulic conductivity, $K$, realizations obtained using a (a) perfect linear, (b) scattered linear and (c) scattered quadratic petrophysical relationship with the corresponding (d)-(f) standard deviation of the posterior hydraulic conductivity estimates, respectively. Mean of the posterior GPR velocity realizations obtained using (g) perfect linear, (h) scattered linear and (i) scattered quadratic petrophysical relationships. Mean of the posterior petrophysical prediction uncertainty estimates for the (k) linear and (l) quadratic petrophysical relationship. The different measurement depths of the flowmeter data (black points) are indicated for boreholes S14 (on the left), T2 (in the middle) and M3 (on the right). The posterior distributions are computed from MCMC simulation with the DREAM(ZS) algorithm using 8 chains with $2.5 \cdot 10^5$ iterations.

The red lines in Fig. 11a-c depict the inferred mean petrophysical relationships and the scatter (black dots) around them represents the inferred mean
petrophysical prediction uncertainty. The GPR velocity range appears to be overestimated whether $\Delta p$ is ignored (Fig. 11a) or accounted for together with a quadratic petrophysical model (Fig. 11b), while a scattered linear petrophysical relationship (Fig. 11b) provides a velocity range in agreement with previous studies (Hubbard et al., 2001; Chen et al., 2001; Linde et al., 2008; Linde & Vrugt, 2013; Brunetti et al., 2017).

We now turn our attention to the Bayesian model selection results. We find that Model 2 (scattered linear relationship) has the largest evidence value (-260.20 in log$_{10}$ units) and Model 1 ($\Delta p$ are ignored) has the lowest one (-361.00) (Fig. 12). The Bayes factor for the “best” petrophysical model (Model 2) with respect to Model 1 and Model 3 is $10^{100.80}$ and $10^{9.38}$, respectively. These results confirm that the perfect petrophysical model (Model 1) is erroneous. Furthermore, the results suggest that the use of a more complex petrophysical relationship is not necessarily favoured. Even if predictions based on the quadratic petrophysical model (Model 3) fits the data slightly better than the linear petrophysical model (Model 2) (Fig. 9c), the highest evidence is found for Model 2. This is a consequence of the trade-off between parsimony and goodness of fit typical of the Occam’s razor principle on which Bayesian
model selection is based.

Figure 12: Mean values of the evidence in log_{10} space, P(\bar{Y}), and corresponding uncertainty (error bars) derived from the Gaussian mixture importance sampling method for (Model 1) a perfect linear petrophysical relationship as shown in Eq. 9, (Model 2) scattered linear petrophysical relationship such that Δp is taken into account as shown in Eqs. 9 and 11, (Model 3) scattered quadratic petrophysical relationship where Δp is taken into account as shown in Eqs. 10-11.

5. Discussion

Our coupled Bayesian hydrogeophysical inversion approach with explicit inference of spatially-correlated petrophysical prediction uncertainty leads to less bias (e.g., in the inferred variance of the inferred hydrogeological property field), more realistic uncertainty quantification and less over confident model selection compared to the common choice of ignoring this type of uncertainty. Even if the approach to infer petrophysical prediction uncertainty doubles the number of parameters in the inversion problem, we observe dramatic gains in sampling efficiency compared to MC-within-MCMC (e.g., Bosch [1999, 2016]). Moreover, DREAM(ZS) allows for parallel evaluation of the different Markov chains and, therefore, enables feasible computational times even in high (e.g., in our case, more than 200) model dimensions. Our synthetic and field-based case-studies suggest that it is not always possible to independently constrain hydrogeologi-
cal and petrophysical properties. This trade-off is particularly acute when the petrophysical prediction errors have similar geostatistical properties (e.g., orientations and integral scales) as the hydrogeological property field of interest (Fig. 7). A manifestation of this trade-off is given by the field application at the South Oyster Bacterial Transport Site, for which it was necessary to constrain the standard deviation of petrophysical prediction uncertainty and the standard deviation of the logarithm of hydraulic conductivity. Without such constraints, the inversion yields largely uncorrelated log-hydraulic conductivity and GPR velocity fields, results that are inconsistent with previous studies (Chen et al., 2001; Hubbard et al., 2001; Linde et al., 2008). This suggests that a careful petrophysical analysis involving borehole data or literature reviews are needed to define constraining prior information when performing coupled hydrogeophysical inversion of field data.

In a previous study on Bayesian hydrogeophysical inversion model selection that ignored petrophysical prediction uncertainty (Brunetti et al., 2017), it was found that the typically large data sets encountered in geophysics and the assumption of small uncorrelated data errors (Gaussian likelihood) lead to very strong confidence in the ability of geophysical data to discriminate between alternative conceptual hydrogeological models. By including spatially-correlated petrophysical prediction uncertainty, we find for a synthetic example (Fig. 5) that the magnitude of the Bayes factor of the "best" conceptual model relative to the worse one decreases by 63 orders of magnitude. Nevertheless, the comparison between Case 3 (petrophysical prediction errors ignored) and Case 4 (petrophysical prediction errors accounted for) in Fig. 5a and Table 3 still indicates high Bayes factors and a practically-speaking unique ability of geophysical data to find the most appropriate conceptual hydrogeological model among a set of candidates. In the future, one should also account for the effect of modelling errors (i.e., the discrepancy between actual physical responses and those simulated with simplified physics; here, a ray-based approximation in the present study instead of a full solution of the Maxwell's equations). A number of promising approaches to address modelling errors are available (Brynjarsdóttir...
Bayesian model selection at the South Oyster Bacterial Transport Site (Section 4) demonstrates clearly that the relationship between log-hydraulic conductivity and GPR velocity is not a perfect relationship. That is, the petrophysical model with a scattered linear relationship has a much higher evidence than results obtained by assuming a perfect linear relationship. However, contrasting results were obtained in the synthetic example of Section 3.3 that did not involve any hydrogeological point measurements. In that case, formal Bayesian model selection erroneously favoured a conceptual model that ignored petrophysical prediction uncertainty. This happens because this conceptual model has fewer parameters and is still able to fit the data well, albeit with a porosity model with biased variance. At the South Oyster Bacterial transport Site, we condition all model proposals to point data (flowmeter estimates of hydraulic conductivity) and it is then not possible to propose a biased model close to the boreholes. Hence, the scattered petrophysical relationship is preferred. However, even if the inclusion of point conditioning in the synthetic example (not shown) decreased the Bayes factor, the model selection still favoured the wrong conceptual model. In the synthetic example, we considered boreholes at the left and right sides of the model domain, and the relative petrophysical prediction uncertainty was much smaller than for the field example. This could explain why the inconsistency between point data and GPR data is more evident for the field example, which led the Bayesian model selection to favour a model with petrophysical prediction uncertainty. These findings suggest that MCMC inversion and model selection is not always able to identify the "right" model and that their outputs need to be treated with some caution. The more prior information that is available (e.g., on petrophysical prediction uncertainty in terms of variance and correlation scale), the more reliable are the results. Indeed, Bayesian model selection is built on the principle of Occam’s razor and
a problem-specific and conceptual-model specific level of informative data is needed to overcome this tendency to favour a simpler, but erroneous conceptual model (e.g., Schöninger et al. (2015a)).

In this study, we have made the choice to infer for petrophysical prediction uncertainty, instead of accounting for its effects in the likelihood function. For linear theory, it is indeed possible to propagate the impact of (multi-Gaussian) petrophysical errors and add the corresponding covariance matrices to the data covariance matrix (Bosch (2004); Bosch et al. (2009); Bosch (2016); Chen & Dickens (2009)). This is not possible for non-linear theory, as the resulting impact of petrophysical uncertainty on the data leads to model-dependent non-Gaussian distributions. The corresponding problem formulation and ways to address this problem was recently discussed by Linde et al. (2017) in their Section 5.2. In the future, it would be interesting to compare these two approaches (i.e., inferring for petrophysical uncertainty (this study) or accounting for the effect of petrophysical uncertainty in the likelihood function).

6. Conclusions

We have demonstrated the importance of accounting for petrophysical prediction uncertainty in coupled hydrogeophysical inversion and highlighted the critical role played by its spatial correlation. As MCMC inversions are primarily performed to enable accurate uncertainty quantification, we suggest that petrophysical prediction uncertainty should be accounted for in future hydrogeophysical studies. In this work, we parameterize the petrophysical prediction uncertainty as a multi-Gaussian field that is inferred together with hydrogeological target properties. To decrease model dimensionality, future work should also focus on developing computationally efficient and accurate approaches to account for this uncertainty in the likelihood function.

Inferring petrophysical prediction uncertainty with MCMC leads to dramatic performance gains compared to previous work, in which it has been accounted for by Monte Carlo sampling. In our examples, we show that ignoring petro-
physical prediction uncertainty and (above all) its spatial correlation causes bias in the inferred variance of the hydrogeological properties, which implies overly variable fields. Accounting for this error source allows for consistent hydrogeological estimates and widens the estimated posterior distributions. However, the geostatistical model describing petrophysical prediction uncertainty is only partially recoverable by the inversion. When performing Bayesian model selection, accounting for petrophysical prediction uncertainty reduces overconfidence in the ability of geophysical data to discriminate between conceptual hydrogeological models of the subsurface. When considering geophysical data alone, there is a risk that Bayesian hydrogeophysical model selection will favour a model parameterization that ignores petrophysical prediction uncertainty provided that the resulting overly variable hydrogeological estimates can explain the geophysical data well. This highlights the importance of including constraining prior information about petrophysical prediction uncertainty and the value of combining geophysical and hydrogeological data in the inversion.
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