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Abstract

Geophysical data may provide crucial information about hydrological properties, states and processes that are difficult to obtain by other means. Large data sets can be acquired over widely different scales in a minimally invasive manner and at comparatively low costs, but their effective use in hydrology makes it necessary to understand the fidelity of geophysical models, the assumptions made in their construction and the links between geophysical and hydrological properties. Geophysics has been applied for groundwater prospecting for almost a century, but it is only in the last twenty years that it is regularly used together with classical hydrological data to build predictive hydrological models. A largely unexplored venue for future work is to use geophysical data to falsify or rank competing conceptual hydrological models. A promising cornerstone for such a model selection strategy is the Bayes factor, but it can only be calculated reliably when considering the main sources of uncertainty throughout the hydrogeophysical parameter estimation process.

Most classical geophysical imaging tools tend to favor models with smoothly varying property fields that are at odds with most conceptual hydrological models of interest. It is thus necessary to account for this bias or use alternative approaches in which proposed conceptual models are honored at all steps in the model building process.
INTRODUCTION

Geophysical data are increasingly used to monitor hydrological processes and to image controlling sub-surface structure over various spatial and temporal scales.\(^{1-3}\) Geophysical models describing the distribution of physical properties in space and time can sometimes be translated into distributed estimates of relevant hydrological properties (e.g., porosity, tortuosity) and states (e.g., water content, salinity) or used to image controlling subsurface features (e.g., bedrock topography, faults). Geophysics not only enables comparatively cheap and less invasive site investigations compared to extensive drilling programs, but it may also provide information at scales that are difficult to sample with classical hydrological methods.\(^4\) One of the main challenges in using geophysical techniques in hydrology is that the geophysical data are primarily sensitive to physical properties that are of little direct use in hydrology (e.g., electrical permittivity or conductivity). Petrophysical relationships are thus needed to translate these properties into the hydrological properties and state variables of interest. The distinction between geophysical and hydrological measurement techniques is often rather arbitrary as similar calibration steps with underlying transfer functions are often used to produce hydrological data (e.g., time-domain reflectometry to infer water content or water conductivity to provide tracer concentration, etc.).\(^3\) Hydrological investigations that use geophysical data are often grouped in the maturing multidisciplinary field of hydrogeophysics, with the first attempts to integrate geophysics in quantitative stochastic hydrogeology dating back to the early 1990s\(^6\). Recent reviews describe hydrological applications that can benefit from geophysics, the most relevant petrophysical models that link hydrological and geophysical properties and successful case-studies.\(^{1-7,10}\) Geophysics offers excellent means to complement the information gained from classical hydrological investigations, but it should not be seen as a competitor nor a replacement of traditional data (e.g., pumping or tracer tests) that often are more sensitive to the underlying hydrological system behavior. The theoretical framework for deterministic\(^{11}\) and stochastic\(^{12}\) geophysical parameter estimation (i.e., geophysical inverse theory) is well developed, which is also the case in hydrogeology\(^{13-14}\). Several textbooks provide up-to-date introductions to the most common near-surface geophysical methods.\(^15\) See Ref 16 for the terminology associated with the hydrological modeling process.

Model comparison studies in the Earth Sciences reveal that model predictions are often more dependent on the underlying conceptual model than on the parameter estimation procedure employed to determine the most suitable parameter values\(^{17-19}\). Ref 19 analyzed 412 geological interpretations of the same synthetic high-resolution seismic section by as many trained individuals. Only 21% of the participants interpreted the correct tectonic setting. More importantly, the interpretations of the conceptual model were strongly affected by the interpreters’ past training and the interpretational tools used. This highlights the subjectivity associated with interpretations of geophysical data or models and the obvious risk of promoting a false sense of certainty if one interpretation is taken as the sole basis for further analysis. Furthermore, it has been argued that conceptual Earth models can never be validated.\(^20\) Field data are noise-contaminated and data coverage is always incomplete. Under such circumstances, it is well known that if one model is found that agrees with the data, then there exists an infinite set of models that explain these data equally well.\(^21\) It is therefore an illusion to consider that a model that explains the available data is validated regardless of the types, numbers, or quality of the data used. It is better to investigate different conceptual models and consider the ones that perform well to be corroborated\(^22\) or behavioural\(^23\). In
hydrogeophysics, insufficient emphasis has been placed on using formal theory to define and test alternative conceptual models. Geophysical data are often used to parameterize hydrological models, but less frequently to test underlying assumptions about parameter structure, initial or boundary conditions. A shift towards falsification and ranking of competing conceptual models would help to place the geophysical data at the centre of scientific investigations and stimulate close collaboration across disciplines. Non-uniqueness will always remain a central characteristic of hydrological and geophysical investigations regardless of developments in terms of more flexible modeling and inversion codes, more powerful computers, better sensors, more data and new methods. Emphasis should be placed on what the resulting images tells us about the scientific, management or engineering questions being asked. This can only be achieved if the impacts of all choices in the hydrogeophysical parameter estimation problem are understood and considered when interpreting the data and making recommendations. The focus of this overview is to describe the main steps and challenges associated with using geophysical data to falsify and rank conceptual hydrological models. It is my hope that this text can serve as a starting point to stimulate research on hydrological model selection using geophysical data and to help non-geophysicists to avoid some of the most common pitfalls associated with the use of geophysical data or models in hydrology.

**NON-UNIQUENESS**

When first confronted with geophysical data, it is easy to be impressed by the large data volumes. The information content of tens or hundreds of thousands of geophysical data might appear immense (e.g., compared to piezometric observations in a few boreholes), but it is limited. This implies that only a finite number of model parameters can be independently inferred from the data. Even if modern geophysical surveys based on acquisitions in boreholes, on the ground, within water bodies, and from airborne platforms (helicopters, airplanes, satellites, drones) can result in vast data sets, the possible acquisition geometry is fundamentally limited. The data are noise-contaminated and the different physical phenomena underlying the geophysical methods (e.g., diffusion, wave propagation) limit the resolution at which physical property variations can be sensed.

Experimental design allows increasing the information content by optimizing geophysical campaigns. For a given budget and equipment pool, it allows estimating the most suitable measurement sequence. Experimental design is challenging due to the non-linear response of most geophysical methods, which implies that the optimal design depends on the unknown physical property distribution of the subsurface. Instead of relying on algorithms, the chosen experimental design is, therefore, in practice often a result of the geophysicist’s past experience and the problem at hand. An in-depth understanding of geophysical methods, their imaging capabilities and link to target properties are therefore key components in defining an appropriate experimental design. Synthetic modeling experiments that consider different subsurface scenarios can often be useful to assess how well a proposed layout is likely to perform.

With modern computer-based inversion algorithms, it is relatively easy to obtain three-dimensional distributed models that explain the available data within their estimated errors, but finding such models is no guarantee that they are useful. For instance, for the 1-D (the subsurface is represented by horizontal layers) inverse problem of resistivity sounding it has been shown that the best fitting model explaining an arbitrary layered electrical resistivity distribution have layers of near-zero
thickness followed by a perfect electrical conductor. This implies that there is no inherent depth information in these data and that any mapping of geological structure at depth is also a consequence of model regularization (e.g., user-defined constraints on the magnitude and patterns of the inferred model). In a 2-D setting (i.e., physical properties are assumed to be constant in one spatial direction), a relatively complex test model was used to demonstrate that electrical data could be equally well explained by an isotropic smooth model as models consisting of sequences of either horizontal or vertical stripes. None of these inversion models has a morphology that is close to the true test model. A similar situation is expected in 3-D where physical properties vary throughout the investigation volume.

In geophysics, the classical solution to the non-uniqueness problem described above is to artificially impose uniqueness of the inverse problem by searching for the model that shows the least spatial variations under the constraint that the model fits the data. Such a smoothness-constrained approach is useful when very limited prior information is available or when locating anomalies (e.g., mineral or oil prospection), but imposing smoothness in the resulting models is likely to result in a subsurface model with a morphology that is rather different from the true subsurface structure. Figure 1a shows a relatively simple test model representing a gravel aquifer (300 Ohm-m) with a few embedded clay lenses (30 Ohm-m) that overlays bedrock (3000 Ohm-m). The upper meter of the gravel formation is only partly saturated (1000 Ohm-m). An electrical resistivity tomography (ERT) survey was simulated using 50 electrodes placed on the ground surface with an electrode spacing of 2 m. The simulated data were contaminated with uncorrelated Gaussian errors with a standard deviation of 3% of the simulated values. The model from a smoothness-constrained ERT inversion with the same data misfit as the test model is shown in Figure 1b. The gravel, clay, bedrock and the vadose zone are all outlined, but the detailed geometry of the clay lenses and the topography of the bedrock-gravel aquifer are smoothed out and the true resistivity values of the bedrock is not recovered.

A more satisfying approach is to use Bayes theorem to combine prior information and the available data to derive a closed-form expression or samples from a posterior probability density function. The data are combined in a data likelihood term that describes how likely it is that a given model is responsible for the observed data under an assumed error model. The prior probability density function describes how likely a model is before considering its agreement with the data. Bayesian methods can be very advanced and allow for introducing uncertain prior information and poorly known error statistics. Nevertheless, it has been argued that the true reason for the popularity of such Bayesian inverse methods does not necessarily lie in the elegance at which prior information and data are combined, but rather in that the choice of the prior probability density function (pdf) allows tuning the properties of the proposed models. Such a tweaking of the “prior information” is at odds with underlying Bayesian theory and may lead to results that simply confirm the preconceptions of the modeler. Such pragmatic inversions can be useful for many practical applications, but it is important to explicitly state and understand that the resulting models and uncertainty estimates are strongly influenced by possibly unrealistic assumptions and that they are not pure results of irrefutable prior information and observed data. This argument applies also to classical geostatistical inversion that is based on the assumption of an underlying multi-Gaussian random field. The resulting models are presented within a probabilistic framework, but they all have minimal correlation of extreme values, which makes them poor at describing realistic geological structures.
connected subsurface setting (e.g., buried channels) with an underlying assumption of multiGaussian fields. Nevertheless, simplifying assumptions are often needed in practical situations and the information gained by classical geostatistical inversion algorithms\textsuperscript{35} can often be very high.\textsuperscript{36} For twenty years, the geostatistical community has developed methods that rely on higher-order spatial statistics (so-called multiple-point statistics) to obtain geologically realistic models by using training images describing the expected subsurface structure.\textsuperscript{37} These training images are nothing else than another type of model regularization that constrain the model space of the final solutions, even if they may be more adequate than standard regularization choices if appropriate training images are available.

Model regularization can be thought of as any constraints that are imposed on the permissible model structure (model parameterization, presupposed structure, damping or constraints on variability, etc.) that doesn’t come from the observed data. When using geophysical models to test a conceptual hydrological model (e.g., the subsurface is characterized by a continuous multiGaussian field or a discontinuous field of lithofacies), it is important that the model regularization used in the geophysical inverse problem is in agreement with the underlying conceptual model to be tested (e.g., a classical minimum structure or multiGaussian geostatistical inversion will never produce a model with discontinuous property variations; adding known mass constraints in the geophysical inversion will avoid proposing physically inconsistent models that don’t conserve mass) or that the resulting bias is taken into account. This is seldom possible when using standard geophysical inversion tools and the bias introduced by rather inflexible model regularizations may make the resulting geophysical models unsuitable for model testing.

**SOURCES OF UNCERTAINTY AND THEIR REPRESENTATION**

This section describes some of the key components of the hydrogeophysical parameter estimation problem and the associated sources of discrepancies between measured data and the simulated model response. Let \( \mathbf{x} \) represent the spatial vector, for example, \( \mathbf{x} = (x, y, z) \) for a 3-D Cartesian coordinate system.

At any time \( t \), the hydrological system will be in a state that can be described by three-dimensional fields of state variables \( S_j(x, t) \), where \( j \) may indicate water content, chemical composition of the water phase, pore pressure, temperature, etc. The evolution of the hydrological state depends on physical laws, the distribution of system properties \( P_j(x, t) \), where \( j \) may indicate permeability, porosity, specific storage, etc., and \( k \) types of boundary conditions \( B_k(x, t) \) including any forcing to the system (e.g., precipitation or pumping in a borehole).

The most suitable conceptual model describing the key aspects of a hydrological system under study is application-dependent. It may be a simple four-parameter model used in rainfall-runoff modeling\textsuperscript{38}, a refined physically based and distributed model representing a nuclear waste repository\textsuperscript{39}, or something in-between for modeling a hillslope\textsuperscript{40}. The conceptual model is designed to describe the main aspects of \( S_j(x, t = t_0) \), \( P_j(x, t) \) and \( B_k(x, t) \) to allow predicting (in a qualitative or quantitative sense) the evolution of \( S_j(x, t) \) and any derived quantities (e.g., arrival
time of a tracer). The parameters describing this conceptualization can be assumed to be known or unknown. In both cases, it is crucial to choose a model parameterization that allows describing the main features of the system with a limited number of parameters. A general parameterization of a property field \( p(\mathbf{x}) \) is

\[
p(\mathbf{x}) = p^m(\mathbf{x}) = \sum_{l=1}^{L} c_l \psi_l(\mathbf{x}; \mathbf{a}),
\]

where \( \psi = (\psi_1, \ldots, \psi_L) \) denotes a set of \( L \) basis functions, and \( \mathbf{m} = [\mathbf{c}^T \mathbf{a}^T] \) represents model parameters. The superscript \( m \) is used to represent a model of the true unknown fields. The exterior coefficients \( \mathbf{c} \) govern the magnitude of the model parameters and the interior coefficients \( \mathbf{a} \) describe the parameter structure through the basis functions. Some model parameters might be perfectly known or assumed known as they only have a limited importance. The most common approach is to use pre-defined basis functions (e.g., a pixel-based model; a lithological model of known geometry, but unknown aquifer properties; a uniform property field, a multiGaussian model, etc.). In some situations, it might be useful to assume that the basis functions are unknown (e.g., the depths to bedrock are allowed to vary within specified ranges). Equation 1 highlights that even if the optimal model parameters are found for a given model dimension, it might still be a rather poor description of the underlying system. As an example, Figure 2a shows a porosity field and Figure 2b the “best” upscaled representation at a given spatial resolution. The differences (Figure 2c) are correlated in space.

Geophysical measurements are directly sensitive to the distribution of physical properties \( G_g(\mathbf{x}, t) \), where \( g \) might indicate electrical conductivity, density, etc. They are likely to have some relation to \( P_j(\mathbf{x}, t) \) and \( S(\mathbf{x}, t) \) through an unknown petrophysical relationship

\[
G_g(\mathbf{x}, t) = R_g\left( S_j(\mathbf{x}, t), P_j(\mathbf{x}, t), N_n(\mathbf{x}, t) \right),
\]

with \( N_n(\mathbf{x}, t) \) indicating “nuisance” parameters that influence the geophysical property, but not the hydrological system (e.g., the relative permittivity of the soil matrix). This petrophysical mapping is often only approximately known and is a major source of uncertainty in hydrogeophysical studies.

To enable geophysical forward modeling (i.e., to predict the geophysical response for a proposed model), the hydrological model needs to be mapped into a distributed geophysical field using a petrophysical model

\[
G_g^m(\mathbf{x}, t) = R^m_g\left( S_j^m(\mathbf{x}, t), P_j^m(\mathbf{x}, t), N_n^m(\mathbf{x}, t) \right).
\]

This relationship can take many forms and its predictive value can vary strongly. The discrepancy between the true and modeled geophysical property fields is given by

\[
\Delta G_g(\mathbf{x}) = R_g\left( S_j(\mathbf{x}, t), P_j(\mathbf{x}, t), N_n(\mathbf{x}, t) \right) - R^m_g\left( S_j^m(\mathbf{x}, t), P_j^m(\mathbf{x}, t), N_n^m(\mathbf{x}, t) \right).
\]

Figure 2d shows how the true porosity field (Figure 2a) is mapped into radar wave speed using a petrophysical transform, while Figure 2e displays the radar wave speed field obtained by applying an
approximately known petrophysical relationship to the upscaled porosity field (Figure 2b). The differences between the two fields (Figure 2f) display a spatial correlation.

A geophysicist performs diverse experiments to acquire data that are characterized by a certain precision and accuracy, with possible interference from parasitic signals (e.g., power lines for electromagnetic (EM) data; diffractions from trees for ground penetrating radar (GPR) data). The geophysical response is given by

\[ \mathbf{d}(t) = f(G_g(x,t), \text{Exp}) + \mathbf{e}(t), \]

where \( f(\cdot) \) is the physical response of an experiment \( \text{Exp} \) given \( G_g(x,t) \), and \( \mathbf{e}(t) \) is a vector of data errors associated with the experiment.

Geophysical forward modeling \( f_g^m(\cdot) \) maps the geophysical model into a simulated instrument response. This is typically achieved using numerical methods (e.g., finite element or finite difference methods) that solve the governing ordinary or partial differential equations. The modeling is generally based on a number of simplifying assumptions that decrease computing times (e.g., antennas or electrodes are assumed infinitely small, boreholes are not explicitly parameterized in the modeling, topography is ignored), which leads to modeling errors. The simulated geophysical model response is given by

\[ \mathbf{d}^\text{sim}(t) = f_g^m(G_g^m(x,t), \text{Exp}^m) \]

with corresponding data residuals

\[ \Delta r_g(t) = [f(G_g(x,t), \text{Exp}) + \mathbf{e}(t)] - [f_g^m(G_g^m(x,t), \text{Exp}^m)] \quad \text{or} \]

\[ \Delta r_g(t) = [f(R_g(S_i(x,t), P_j(x,t), N_n(x,t)), \text{Exp}) + \mathbf{e}(t)] + \\
- [f_g^m(S_i^m(x,t), P_j^m(x,t), N_n^m(x,t), \text{Exp}^m)] \]

A geophysical model response with observational errors is shown for the real wave speed field (Figure 2d). The responses of the upscaled model (Figure 2e) were calculated assuming incorrect borehole geometry. The data residuals (Figure 2i) from this illustrative example indicate a distribution that is neither symmetric nor centered at zero. Any attempts to invert these data assuming zero-mean uncorrelated Gaussian errors will fail in recovering a model that is close to the one shown in Figure 2b.

The data residuals between the actual subsurface response and the one obtained by the “best possible” upscaled model are thus a function of (1) errors in the petrophysical model, (2) errors in the geophysical forward modeling, including geometrical errors in representing the geophysical experiments, (3) observational errors of the actual experiments and (4) simplifications and assumptions made to parameterize and assign values to the conceptual hydrological model. Any meaningful procedure that aims to distinguish between different conceptual models using geophysical data must therefore also consider error sources (1-3) that are briefly discussed below:
1. Petrophysical relationships have been under intense study in geophysics with primary focus on reservoir rocks and seismic properties\textsuperscript{42-43}, but a rich (albeit incomplete) literature exists for conditions of relevance to hydrology\textsuperscript{44}. The parametric forms of the petrophysical models are often obtained from theoretical considerations (e.g., differential effective media theory; volume averaging) or from statistical relations between collocated geophysical and hydrological estimates. The petrophysical relationships are likely to be scale dependent and non-stationary, which implies that the discrepancy between predicted and actual properties is correlated in space. Scale-dependence, distribution of optimal parameters and error correlation are difficult to assess and are ignored in most hydrogeophysical investigations without further considering the consequences on the resulting predictions.

2. Numerical modeling tools in hydrology and geophysics are constantly evolving and modeling errors are often investigated thoroughly for cases where analytical solutions are available.\textsuperscript{45} Significant modeling errors will continue to prevail as geophysicists are pushed to look on ever-finer features of the data to obtain ever-higher resolution models that are increasingly sensitive to small imperfections in the forward models. In addition to errors in the numerical modeling, geometrical errors with respect to source and receiver positions and topography are known to have important effects. To a certain extent, it is possible and beneficial to invert for the uncertain experimental geometry\textsuperscript{46} or to build a correlated noise model\textsuperscript{47}.

Generally, most quantitative studies in high-resolution hydrogeophysics necessitate cm to dm scale positioning accuracy, which implies the routine use of modern surveying methods (e.g., differential global positioning system, tacheometers, borehole deviation tools, etc.).

3. Observational errors are comparatively easy to handle. Statistics can be derived by analyzing the accuracy of the sensor in capturing the signal under interest by considering calibration tests, the sampling rate of the data acquisition device, or frequency-analysis of time-series from which signal-to-noise ratios can be derived. The underlying pdf is often assumed to be a zero-mean uncorrelated Gaussian process with a known standard deviation, even if it is possible to infer the standard deviation as a part of the inverse problem.\textsuperscript{48} When noise statistics are unknown, it is often preferable to assume heavy-tailed distributions, such as symmetric exponentials, as the resulting models are then less sensitive to individual data outliers.\textsuperscript{49}

It is only for linear theory and for Gaussian noise that it is theoretically justified to combine the three errors described above into one combined error (to be estimated or not), but this is by far the prevailing approach in practice even when dealing with nonlinear problems. In this case, the corresponding likelihood function is\textsuperscript{12}

\[
L(m|d) = \frac{1}{(2\pi)^{N/2} \det(C_d)^{1/2}} \exp\left( -\frac{1}{2} (g(m) - d)^T C_d (g(m) - d) \right),
\]

where \( C_d \) is the data covariance matrix that contains the error variances and covariances of \( N \) data and \( d \) is the data vector representing the geophysical data acquired in the field. The prior model distribution (or regularization term) is most often assumed to have the form\textsuperscript{12}
where \( C_m \) is the model covariance matrix, \( M \) is the number of model parameters and \( m_{\text{ref}} \) is the reference model. If \( C_d \) and \( C_m \) are assumed known, it is possible to express the posterior distribution as

\[
p(m|d) = k \exp(-\phi(m)), \tag{11}
\]

with \( k \) a constant and

\[
\phi(m) = \frac{1}{2} \left( (g(m) - d)^T C_d (g(m) - d) + (m - m_{\text{ref}})^T C_m (m - m_{\text{prior}}) \right). \tag{12}
\]

For linear inverse problems, it is possible to write \( g(m) = Gm \), and minimize the misfit function \( \phi(m) \) by taking its derivative to be zero. This yields the following least-squares solution

\[
\hat{m} = \left( G^T C_d^{-1} G + C_m^{-1} \right)^{-1} \left( G^T C_d^{-1} d + C_m^{-1} m_{\text{ref}} \right). \tag{13}
\]

It is common to assume that \( C_d \) is given by a diagonal matrix of expected error variances, which implies that the data errors are uncorrelated. The prior or model regularization is often further simplified by replacing \( C_m \) with a matrix that quantifies the first derivative of the proposed model (flatness), the second derivative (roughness) or its deviation from \( m_{\text{ref}} \) (damping) multiplied by a model regularization weight \( \lambda \).

A data misfit function or distance function (e.g., the first term in parenthesis in equation (12)) is used to assess if the simulated model response of the proposed model is in agreement with the assumed error distribution. Under the assumptions made above, it should follow a chi-square distribution with an expected value of \( N \) and the misfit measure (e.g., equation (12)) can be used to obtain an optimal or probabilistic description of the uncertain model parameters. The misfit measure should ideally be sensitive to the most important parameters in the conceptual model, while being robust with respect to nuisance parameters, assumptions on the statistics of the observational noise, to modeling and geometrical errors. The definition of an appropriate distance measure necessitates assumptions regarding the observational noise, the appropriateness of the conceptual model, the underlying petrophysics, and modeling errors. Field data may display important outliers that may severely affect the resulting results when using least-squares methods and it is often beneficial to use more robust measures and norms.\(^{12,49}\)

**MODEL-SELECTION**

**Motivation for model selection**

In hillslope hydrology, a hydrologist might want to know if a soil-bedrock interface exists within, say, the ten top meters, and if so, with what topography. Assuming impermeable bedrock, it is clear that the absence or presence of such an interface plays a key role in determining the conceptual model of the hillslope. However, will the sharp soil-bedrock interface show up when applying standard
geophysical inversion tools? The test case in Figure 1 showed that the presence of a bedrock interface was clearly resolved by the data, but that it was not possible to image its actual topography using this inversion method and data set.

Geophysical data are often analyzed with interpretational software developed for general-purpose applications (e.g., Figure 1b). Limited emphasis is given to estimate or evaluate the impact of the choice of noise statistics or the model regularization, even if they have important impacts on the resulting models and uncertainty estimates. One reason for this is that commercial and academic geophysical software tools provide few options to define noise characteristics and model regularization is often restricted to smoothness or damping constraints. The translation of the resulting geophysical model into properties relevant to hydrologists is often made through a generic and simplified petrophysical model, which might lead to significant bias. The model resolution and uncertainty of the resulting models are (if ever considered) often based on linear inverse theory that treats the model regularization and noise statistics as solid prior information. The typical outputs of the geophysical inverse process may thus provide an unsuitable basis for constructing or testing conceptual hydrological models or to infer parameter values.

A trained geophysicist might have a good understanding about model features that are well resolved, but this information is not always communicated to the final hydrological user. This leads to the obvious risk that the hydrologist over-interprets the geophysical information by treating each model pixel as an independent well-known truth or “data point” that is either perfectly or approximately known. An opposing risk is that well-resolved features are ignored or that the models are disregarded altogether if they are presented such that they have little apparent value to the hydrologist. Over- and under-interpretation of geophysical models, simplified uncertainty assessments and the choices made in translating geophysical models into hydrological properties often affect the utility of geophysics in hydrology. Close collaboration between geophysicists and hydrologists might partly reduce these problems, but only if the geophysicist communicates realistic expectations prior to the investigation, understands the underlying hydrological problems, and makes an effort in communicating uncertainty in either objective or subjective terms. There are fundamental limits in our ability to capture model and prediction uncertainty. Most hydrogeophysical studies focus on parameter estimation under the (implicit or explicit) assumption of rather simple generic conceptual model types (e.g., multiGaussian geostatistics, a layered model), while hydrological system response may be strongly affected by features that only make up a small fraction of the subsurface, such as macro pores in soils or thin high-permeability channels that are likely to be unresolved when applying a standard inversion approach. Ignoring such features, for example, by only estimating multiGaussian fields, leads to unrealistically low uncertainty estimates and incorrect predictions. Explicit testing of conceptual models is perhaps the most suitable way to assess some of these deeper sources of uncertainty and to explore our “border with ignorance” (e.g., even if there is no field evidence of macro pores or channels at a site, this is possibly only a consequence of the type and number of data available together with the interpretational framework used). A deeper and potentially dominating uncertainty are features and system properties that we simply ignore, but that may have an important impact on system behavior. This ignorance is difficult to integrate in an uncertainty analysis and it is often necessary to resort to subjective choices involving an “engineering factor” that inflates the estimated uncertainty range, which is particularly important for complex systems (non-linear and heterogeneous) when the stakes associated with the modeling outcome are high. It is often computationally prohibitive to
investigate large subsets of models that agree with available data and prior knowledge, which implies that it is important to focus on the aspects of the system that are expected to have the largest impact on the spread of the final modeling predictions. This often implies analyzing and comparing conceptual subsurface models.

A method to compare competing conceptual hydrological models using geophysical data should ideally have the following characteristics:

- It should allow incorporating prior preferences for the different conceptual models based on the modeler’s experience and site understanding;
- It should allow comparisons of models with different degrees of complexity;
- It should consider that the parameter values are uncertain;
- It should allow for nuisance parameters that affect the geophysical data, but provide limited or no relevant information about the hydrology;
- It should be computationally feasible in typical field applications.

**Bayes factor**

The Bayes factor and approximations thereof respond well to the characteristics outlined above. The Bayes factor $B_{ij}$ for two competing conceptual models $H_i$ and $H_j$ is

$$B_{ij} = \frac{p(d|H_i)}{p(d|H_j)} = \frac{\int p(d|m_i, H_i) p(m_i|H_i) dm_i}{\int p(d|m_j, H_j) p(m_j|H_j) dm_j},$$

(14)

where $p(d|H_i)$ is the evidence (or marginal probability) of the data given $H_i$, obtained by integrating the joint density of $(d,m_i)$ given $d$ over $m_i$. The evidence is large for parameterizations in which the posterior model space of likely models takes up an important part of the prior model space. This is more likely to happen in lower model dimensions or for strongly constrained solutions, and the evidence offers thereby a natural counter-balance to the lower data misfits typically associated with models that have many freely varying parameters. The Bayes factor can be interpreted as a summary of the evidence provided by the data in favor of one conceptual model compared to another. The Bayes factor can also be viewed as the success of $H_i$ relative to $H_j$ in predicting the data. If one hypothesis is favored a priori, it is possible to combine Bayes factor with prior probabilities $p(H_i)$ as follows

$$\frac{p(H_i|d)}{p(H_j|d)} = \frac{p(d|H_i) p(H_i)}{p(d|H_j) p(H_j)}.$$  

(15)

**Calculating Bayes factor and its simplifications**

To calculate Bayes factors, the integrations in equation (14) must often be carried out using computationally expensive numerical methods. Fast asymptotic solutions exist, such as the Laplace
method that uses a quadratic expansion around the maximum likelihood estimate\textsuperscript{62}. A more general (but computationally more expensive approach) is Markov chain Monte Carlo (MCMC) sampling with equation (14) being evaluated by importance sampling (i.e., regions of high likelihood are preferentially sampled, but with the sampling bias being accounted for). Unfortunately, MCMC is computationally expensive in high parameter dimensions\textsuperscript{63}.

The Schwarz criterion \( SBC_{ij} \) or the related Bayes Information Criterion \( BIC = -2SBC_{ij} \) gives a rough approximation to the logarithm of Bayes factor. This asymptotic criterion ignores the effect of the prior pdf by assuming that the information content in the data is much larger and that the likelihood function is well represented by its maximum likelihood. The Schwarz criterion is given by

\[
SBC_{ij} = \log p\left(d \mid \hat{m}_i, H_i\right) - \log p\left(d \mid \hat{m}_j, H_j\right) - \frac{1}{2} \left(M_i - M_j\right) \log N, \tag{16}
\]

where \( \hat{m}_i \) indicates the maximum likelihood solution of model type \( i \) and \( M_i \) is the corresponding number of model parameters. Significant care must be taken in defining the effective number of model parameters in presence of model regularization. In the statistical literature on ridge regression, it is common to determine the effective number of model parameters by the trace of the smoother\textsuperscript{64}, which is referred to as the data resolution matrix in the geophysical literature\textsuperscript{10}.

Consider 100 hypothetical measurements of bulk resistivity \( \rho_b \) using samples with known porosity \( n \) (see Figure 3). The data were obtained by applying the petrophysical relationship, \( \rho_b = \rho_m n^m \) for a pore water resistivity \( \rho_w \) of 100 Ohm-m, a cementation exponent \( m \) of 1.8, and contaminating the resulting data with Gaussian noise with a standard deviation of 20%. The generated electrical resistivity data have a chi-square data misfit of 99. Least-squares inversion was carried out (equation 13) to infer a relation between porosity and bulk resistivity with a discretization of 250 different water content intervals (i.e., 250 model parameters). To stabilize the inversion, a roughness matrix penalizes the second derivative of this relation with respect to neighboring water contents. By varying the regularization weight, it is possible to vary the data misfit and the effective number of model parameters (calculated by the trace of the smoother as discussed above). The first model (underfitted; Figure 3) has a Schwartz criterion with respect to the true model of 48 (i.e., it is approximately \( 10^{42} \) times less likely than the actual petrophysical relationship). It does not explain the data very well (chi-square data misfit of 195), but uses only two effective model parameters. The second model (fitted; Figure 3) has a Schwartz criterion of 6.4. It has the same chi-square as the actual petrophysical relationship, but is penalized because it has 4.7 effective model parameters. Finally, a third model is presented (overfitted; Figure 3) with a Schwartz criterion of 65. The model fits the data very well (chi-square data misfit of 50), but it uses 41 effective model parameters to do so. This simple example clearly indicates that the underlying petrophysical relationship is by far the most likely, and that the second model (fitted; appropriate fit to the data and not too many effective model parameters) is preferred compared with the other two models considered. Finally, it shows that default parameterization of inverse problems in terms of finely discretized models and classical regularization constraints can be problematic. Indeed, a careful parameterization might allow for a suitable data misfit with fewer effective model parameters.

To demonstrate the use of Bayes factors for model selection, consider a hypothetical crosshole GPR data set acquired between two boreholes. Four conceptual models of the porosity distribution are
Hydrogeophysical developments relevant for model selection

To be useful for model selection, it is important that the hydrogeophysical parameter estimation framework is largely in agreement with the conceptual model to be tested or that the bias
introduced is considered. The first option is clearly preferable, but often implies considerable code development. One attractive approach is so-called fully-coupled inversion, in which an underlying hydrological model gives rise to hydrological state variables that are subsequently transformed into geophysical properties. Forward modeling is then performed to calculate the corresponding data misfits. The hydrological and petrophysical models are then varied within pre-defined ranges to find many models or one optimal model that adequately explain the observed data.\textsuperscript{24,73-75} One challenge with the fully-coupled approach is the need to integrate the geophysical and hydrological modeling within the same modeling framework. Other more loosely coupled approaches have been proposed, in which the geophysical data are inverted using a flexible model regularization framework.

Classical inversion methods that imposes smoothness will, by construction, provide the smoothest model that is in agreement with the geophysical data.\textsuperscript{29} It is possible to use alternative formulations to produce multiple realizations that agree with the data and, for example, uncertain semi-variogram information\textsuperscript{76}, possibly with different semi-variograms in different parts of the model region with sharp boundaries between pre-defined lithological units\textsuperscript{77}. Such a regularization decoupling can be most effective and is easy to include in existing inversion algorithms. Furthermore, powerful freely available academic softwares are increasingly available to respond to this type of modeling needs (e.g., www.resistivity.net).

To illustrate the value of regularization decoupling across known boundaries, consider Ref 78. A gravel bar with a length of 250 m formed following the restoration of the Thur River in Switzerland was investigated using 3-D GPR and ERT. The processed GPR data clearly outline three distinct regions (see Figure 5a with unit boundaries highlighted): an upper region of the gravel aquifer predominantly consisting of gravel sheets (high signal coherency and layering), a lower region in the gravel aquifer with more heterogeneous deposits (e.g., foresets), and the underlying lacustrine clays. A standard 3-D ERT inversion produced a model (Figure 5b) showing decreasing resistivities with depth, but it is difficult to use this model to accurately locate the units that are so clearly seen in the GPR data. An alternative ERT inversion was performed, in which the model regularization was disconnected across the two GPR-defined boundaries and the known water table. The resulting model provides representative resistivities for the two gravel regions. The lower layer has a lower resistivity, which here indicates the presence of fines. It is thus likely that the upper part of the aquifer is more permeable than the lower part. This approach was used here to impose known information into the final model, but such an approach could also be used to test different assumptions about interfaces within a model selection framework.

User-defined regularization decoupling is effective if reliable information about the locations of the most important interfaces is available (e.g., from borehole logs, other types of geophysical data, or if it is part of the conceptual model to be tested). When the actual locations are unknown, it is possible to invert directly for sharp interfaces between more homogeneous units. For example, hydrogeological mapping in sedimentary environments has proven more efficient when smooth horizontally varying properties are sought together with the geometry of sharp layer interfaces.\textsuperscript{79} Layered model parameterizations are unsuitable when lithological zones have lateral extents that are smaller than the model domain and other inversion strategies should then be used. For example, inversion based on level sets allows inverting for both the geometry of lithological units and their properties\textsuperscript{80}. It is also possible to use clustering\textsuperscript{81}, data-driven zonation with Kalman filtering\textsuperscript{82} or other zonation-promoting strategies\textsuperscript{83} to derive models describing lithological units. Other promising
approaches involve the direct inference of geostatistical parameters from the geophysical data. Recently, an open-source inversion toolkit has been developed that not only allows obtaining multiple realizations that are in agreement with a given geostatistical model, but also to infer these parameters as part of the inversion procedure. It is also possible to use GPR or seismic images to infer the aspect ratio of correlation lengths.

Many hydrogeophysical studies use time-lapse data, for example, by repeating a sequence of measurements during a tracer test. It is well known that models obtained from classical smoothness-constrained geophysical inversions do not conserve injected mass and provide biased plume geometries. Inversion methods have thus been developed that explicitly conserve the known injected mass and minimize plume distortions using model parameterizations related to geometrical moments of the plume. Another approach is to not only invert for parameter values, but also for the most appropriate basis functions to represent the plume.

If only a standard smoothness-based inversion model is available, it is necessary to account for the bias introduced by the regularization. The regularization can be seen as a spatially varying filtering process and its effects on parameter estimates has been investigated in many studies. In a recent contribution, it was demonstrated how to produce multiple point statistics realizations that are in agreement with conceptual models in terms of geological facies models and smoothness-constrained tomograms. For a given section of a hydrogeological training image (Figure 6a), it is possible to apply a petrophysical transform to obtain a possible distribution of a geophysical property (Figure 6b). A synthetic experiment that mimics the acquisition of field data is performed and the noise-contaminated data are inverted to obtain a geophysical tomogram (Figure 6c). As discussed above, an underlying hydrological field (Figure 6d) is somehow related to a geophysical field (Figure 6e) from which the geophysicist can obtain a geophysical tomogram (Figure 6f). By repeating the transform and inversions of different sections of the training image, it is possible to obtain a large set of models that relate the high-resolution training images to the corresponding lower-resolution geophysical images. Under the assumption that the training image, the petrophysical model, and the simulation of the geophysical data acquisition and inversion process are realistic, it is possible, by using direct sampling to find multiple realizations (Figure 6g) that have the same geological characteristics as the training image while being coherent with the field-based tomogram. This method can be adapted to many types of geophysical data and allows comparing models obtained under different assumptions of the geological setting.

To decrease non-uniqueness, it also helps to combine multiple types of geophysical data in a joint inversion and to explore the full information content of the geophysical data. There are also geophysical tools that are under-utilized, despite having the potential of being sensitive to key hydrological properties. Such methods include seismoelectrics, self-potential, time-lapse gravity, magnetic resonance sounding and spectral induced polarization.

There are instances when the conceptual hydrological model imposes probabilistic approaches. A large set of hydrological (tracer, flowmeter, and televiewer) and geophysical (GPR imaging and monitoring during saline tracer injections) data acquired in two boreholes within a granitic formation were considered. To understand transport pathways in the connected fracture networks that dominate flow and transport behavior at the site, it was necessary to parameterize the subsurface with a 3-D discrete fracture network model and derive large sets of fracture network realizations.
conditioned to these data. The acquisition geometry (two boreholes only) does not allow constraining the exact positions of the fractures, thereby making it necessary to rely on a Monte Carlo method. Figure 7a illustrates how the fractures are connected and Figure 7b displays the simulated hydraulic head for one injection-withdrawal experiment. Obtaining only one such model is clearly limited as no meaningful uncertainty assessment can be made, while the analysis of large sets of conditioned models drawn from a formal posterior pdf allows capturing uncertainty. Different variations of this conceptual model (number of fractures, matrix properties, small-scale unresolved features, etc.) could be investigated using Bayes factors.

Advanced geophysical imaging and modeling should be employed in hydrogeophysics, not only to maximize the geophysical information content, but also to decrease the risk of biased estimates. One of the most commonly used methods in hydrogeophysics is borehole ERT, but it is only in the last few years that borehole effects have been considered in the inversion. The importance of doing this has been demonstrated in a saturated gravel aquifer, in which the boreholes were explicitly parameterized and the model regularization was disconnected between the aquifer and the boreholes. The resulting model (Figure 8a) highlights a more resistive region (i.e., lower porosity) in the central part of the aquifer that is clearly outlined by seismic and GPR data. If the boreholes are ignored, the resulting models are characterized by more resistive structures in the vicinity of the boreholes (Figure 8b) as a direct consequence of ignoring current channeling in the conductive water-filled boreholes. Indeed, joint inversion of multiple types of geophysical data could only provide coherent subsurface models when the borehole effects were considered. It is thus clear that careful experimental design, field investigations and data interpretations using suitable geophysical modeling and interpretational tools are pre-requisites for consistently successful use of geophysical methods in hydrology.
CHALLENGES IN HYDROGEOPHYSICAL MODEL SELECTION

A Bayesian framework to model selection has the advantage that all choices in the modeling process must be carefully considered and quantified in probabilistic terms. Hierarchical\textsuperscript{48} and transdimensional\textsuperscript{68} Bayesian methods allow for including uncertain error sources, statistical properties about, say, correlation lengths, and unknown number of model parameters. In any probabilistic formulation, there will always be simplifications or assumptions made at some level (concerning modeling errors, truncation errors, the exact form of the prior distribution, data correlation, etc.) that often have important effects on the resulting models, especially when large data sets are considered\textsuperscript{23}. Some authors\textsuperscript{23} have drawn the radical conclusion to say that even a fully probabilistic framework will often provide too restrictive estimates of the acceptable model space. This problem of infinite regress (i.e., how to define the uncertainty of uncertainty estimates of uncertain parameters, and so on) makes it impossible to fully assess uncertainty within a formalistic framework.\textsuperscript{55} It might happen that apparently mild assumptions or negligence of certain poorly understood error sources lead to situations where the parameter estimates do not capture the true underlying model. Using crosshole GPR to infer upscaled lower-dimensional representations of tracer plumes, it was found that the results were so adversely affected by unaccounted small-scale features that the most appropriate models (morphologically-speaking) were not part of the posterior estimates.\textsuperscript{89,105} It is possible to parameterize this error and include it in the inversion, but such a parameterization will be imperfect and a model describing this imperfection will also be imperfect, etc. Many error sources will only be approximately known, so it is therefore important to derive pragmatic and robust approaches to model selection.

CONCLUSIONS

The Bayes factor or transdimensional inversion offers a theoretically satisfying, but largely unexplored, approach to compare alternative conceptual hydrological models using geophysical and hydrological data. Its routine use is presently hindered by computational costs and multiple error sources that are only approximately known. The extent to which geophysical data can be used to falsify or corroborate conceptual models depends on their complexity, the underlying subsurface heterogeneity, the choice of geophysical data and survey design, as well as the knowledge about petrophysical relationships linking geophysical estimates to the hydrological properties of interest. Simplifying assumptions at any level lead (if unaccounted) to biased assessments and possibly misleading conclusions. The use of Bayes factors has the added advantage that it demands clear statements about the state of knowledge concerning the different steps in the hydrogeophysical parameter estimation process. In the future, it is necessary to gain experience with the Bayes factor and its asymptotic solutions in field-based hydrogeophysical studies that cover a wide range of application types. Model selection and ranking of conceptual hydrological models is perhaps the best way for hydrologists to gain the most from geophysics and for geophysicists to have a larger impact on hydrology. There are many “easy”, but important problems that geophysics can help to solve, but it is important to accommodate any geophysically inferred hydrological results with clear assessments about uncertainty, assumptions and the “prior information” used to assure that hydrogeophysics remains credible in the long run.
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Figure 1: (a) Test case representing a gravel aquifer with embedded clay lenses overlying bedrock. (b) The result of a standard smoothness-constrained inversion of ERT data acquired on the ground surface clearly indicates the presence of bedrock, but is unable to resolve detailed variations in the bedrock topography or its actual resistivity.
Figure 2: Example illustrating errors associated with the model parameterization, uncertain petrophysical relationships, geometrical, and observational errors. The (a) actual porosity field cannot be fully described by (b) the model parameterization used, which leads to (c) upscaling errors. The actual porosity field is related to a (d) geophysical field (radar wave speed) through a petrophysical relationship. This relationship is never perfectly known, so additional uncertainty and bias occur when using a petrophysical model to represent the (e) expected wave speed as shown in the (f) model residuals. The (g) observed geophysical data are contaminated with observational errors, while the (h) calculated model response of (e) is affected by errors in the forward model or in the geometry, which contribute to (i) data residuals that are biased. These types of errors can be minimized by careful investigations, but not fully removed. Their expected distributions should be carefully considered when inverting (h) in order to retrieve a representative model similar to (b).
Figure 3: A hypothetical set of 100 noisy data describing the observed relationships between porosity and bulk resistivity. Three models obtained by regularized smoothness-constrained inversion display decreasing data misfits (underfitted; fitted; and overfitted), but also increasing model complexity (i.e., more oscillations). The most likely model based on the Schwartz criterion is the fitted model, but it is far from being as satisfactory as the two-parameter model used to generate the data. A careful choice of model parameterization is thus most important in hydrogeophysical studies.
Figure 4. (a) The actual porosity field used to generate noise-contaminated data. From 20,000 random draws, (b–e) show for different conceptual models the realizations that best explain the noise-contaminated crosshole GPR data generated by (a). The true geostatistical model is known in case (b), isotropy is assumed in (c), vertical anisotropy is assumed in (d) and uniform porosity is assumed in (e).
Figure 5: (a) Chair plot of a GPR data volume acquired across a gravel bar in the vicinity of the Thur River in Switzerland. (b) ERT inversion results using standard smoothness-constrained model regularization and (c) for the case, in which no model regularization is imposed across GPR-defined boundaries outlined in (a) and across the water table. The regularization decoupling enforces similarity between the GPR and ERT results, thus facilitating interpretation. Furthermore, the constraints from high-resolution GPR (very sensitive to lithological boundaries) improve the estimates of bulk electrical properties. Adapted from Figures 5 and 8 in Ref. 78.
Figure 6: Conditioning of multiple-point statistics facies simulations to geophysical tomograms. Many sections of a (a) training image (TI) that is representative of the expected depositional setting is generated and transformed using a petrophysical relation into (b) geophysical fields on which realistic geophysical data are generated and inverted to obtain a (c) tomogram. The real (d) underlying facies distribution is related to an underlying (e) geophysical property field from which a geophysicist can derive a lower resolution (f) tomogram. Using direct sampling, it is possible to generate (g) multiple realizations of subsurface models that are coherent with both the geophysical tomogram and the training image.
Figure 7: One realization of a discrete fracture network model that is conditioned to a large set of geophysical and hydrological data acquired at the Ploemeur research site in France. (a) Graph representation of the network and (b) the simulated hydraulic head distribution for an injection-withdrawal experiment.
Figure 8: (a-b) Different views of a crosshole 3-D ERT inversion model for which borehole effects were explicitly included in the modeling. The high resistive central region (low porosity) is in agreement with models obtained by other geophysical models. (c-d) Corresponding views for an inversion model obtained without considering borehole effects. These latter results are of limited value in building a predictive aquifer model. Figure 6 from Ref. 103.
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