Tracking gentrification evolution in the neighborhoods of Paris

Abstract

The democratization of machine learning in differ-
ent fields has allowed researchers to understand
some of the most complex phenomena, includ-
ing gentrification. This process always has been
studied with qualitative methods by social studies.
This paper aims to understand the evolution of this
urban phenomenon in Parisian neighborhoods be-
tween 2006 and 2019 through machine learning
methods. Based on census data from the French
National Institute of Statistics and Economic Stud-
ies (INSEE in French), we will first identify the
various sociodemographic characteristics for each
neighborhood according to the median income
through the years with multiple linear regression.
And then detect which one has gentrified with the
random forest method.

1. Introduction

The British sociologist, Ruth Glass, introduced the con-
cept of gentrification in the *60s while studying the housing
problem in London. She described it as the transforma-
tion of the working class or/and poor neighborhoods in the
cities by, and I quote, “’the process of middle-and upper-
income groups buying properties in such neighborhoods
and upgrading them.” With this definition, she warned the
London administration of that time about this process’s side
effect: the displacement of the lower social classes from
the city(Raman, 2014). Her work on this phenomenon has
influenced other social science fields to take an interest,
specifically in human geography. For example, Carpenter.
J and Lees. L could identify and compare gentrification in
New York, London and Paris. They concluded that just like
urbanization, gentrification affects all significant cities in
the world but differs according to historical, political, eco-
nomic, and cultural contexts (Carpenter Lees, 1995). Most
of the studies on neighborhood changes in western cities
relate to a qualitative method such as; literature search, field
surveys, or interviews. According to Borton. M, these meth-

Correspondence  to: Author

. Anonymous
<anon.email@domain.com>.
Preliminary work. Under review by the International Conference
on Machine Learning (ICML). Do not distribute.

ods are not suitable for having a better understanding of
gentrification, identifying which neighborhoods have been
gentrified, and at the same time, *may overlook areas that ex-
perienced similar changes to those more widely recognized
as gentrified” (Barton, 2016). Still, according to Borton.
M, if we mobilize more quantitative methods than quali-
tative ones, we can track the neighborhoods and changes
and, thus, predict those who will be affected (Barton, 2016).
Predicting neighborhood changes could also prepare the mu-
nicipal authorities to put in place political initiatives against
the drifts of gentrification. This is what Jonathan Reades,
Jordan de Souza, and Phil Hubbabrd did, in 2019, with the
neighborhoods in London. Their paper titled “Understand-
ing urban gentrification through machine learning” aims to
predict areas going through this process. My report will
not have the ambition to predict the neighborhoods that this
effect could touch, but it will show this process’s evolution
through several periods (2006, 2011, 2016, and 2019) in
the neighborhoods of Paris. First, I will present the data
that I mobilized for this work. Secondly, I will explain the
methodology inspired by the article written by Reades al.
Then, I will display the result based on my methodology
and finish with a conclusion.

2. Data

I used the dataset from the French National Institute of
Statistics and Economic Studies (INSSE in Frech). Their
mission is to collect and analyze data about the French
economy and society and then communicate their results
through reports or databases. This is the organism in charge
of the population census’s population at different scales
(national, regional, districts, arrondissements, and cities).
As mentioned earlier, gentrification is a phenomenon that
is observable at a neighborhood scale, and INSEE needs to
study at this scale because this entity is quite challenging
to delineate. To solve this problem, INSEE created in 1999
a new study scale called IRIS (this a French acronym, but
in English, it stands for “aggregated units for statistical
information”). There are three types of IRIS;

« residential IRIS: this is for the population and owns an
average of 2000 residents per unit

* business IRIS: this IRIS is for economic activities and
accounts for 1000 employees per unit
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 and miscellaneous IRIS, representing an area with few
or no inhabitants (parks, forest, mountains...)

Municipal authorities mainly use these units. For the city of
Paris, there are approximately 1000 IRIS.

After we could identify at what scale our data is used, we
need to select the variables. Since gentrification implies
the replacement of a social class by a much higher one,
which entails a rent increase in an urban area, we need
variables that explain the demographic structure for each
IRIS (neighborhood). So we collected different types of the
census;

* Population: it includes age, gender, nationality, level
of occupation, and education

¢ Education: the level of education

* Accommodation: give a complete description of the
accommodation type for each IRIS (number of rooms,
bedrooms, bathroom, presence of balcony or not, ...)
housing income

I had to collect those four censuses for each year (2006,
2011, 2016, and 2019), which resulted in 16 censuses. As
you can see, we did not include the rent price because IN-
SEE does not collect this information. So I have to use the
accommodation census produced by INSEE.

3. Methodology

3.1. Literature

Machine Learning applications on urban analysis are well
explicitly documented regarding recent research on this
topic. However, there needs to be more literature on ML
application gentrification. Just like Burton. M mentioned
that gentrification is more widely studied qualitatively than
quantitatively. In addition to its rarity, there is no article
with ML application on Paris gentrification since this pro-
cess acts differently depending on the city. Despite the lack
of work on the case of Paris, I found one paper that deals
with my problem. As I have already mentioned, the article
written by Reades and al. tries not only to predict neighbor-
hood changes but also to understand and detect the patterns
of those areas. They used census datasets on Lower Layer
Super Output Area (LSOA) (similar to IRIS but for British
people). In total, their dataset contains more than 160 vari-
ables. After collecting their data, they used the Principal
Component Analysis (PCA) to reduce the dimensionality
of the variables and select the predictor variables for their
machine learning model. The model they chose was the
Random Forest to classify the LSOA based on the scoring
results from the PCA. Furthermore, they use GIS tools to
communicate their results through maps.

3.2. Workflow

After importing the dataset to my notebook, I regrouped all
the demographic datasets together ( population, education,
and accommodation) for each year. Those datasets will
be our predictors variables, and each regroups at least 180
variables. Then, for our predicted variables (the median
income), I merge them.

Figure 1. Scree shot of demographic dataset (from 2011) after the
merge
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865 rows x 173 columns

Figure 2. Scree shot of median income (from 2006, 2011, 2016
and 2019) after the merge

IRIS RFMQ206 RFMQ211l DISP_MED1é DISP_MED19

6594 751010201 28062.0 31759.0 29744.0 30010.0
6595 751010202 33049.0 41638.0 33466.0 36960.0
6596 751010203 31039.0 35971.0 31726.0 32720.0
6597 751010204 32003.0 36257.0 28284.0 32360.0
6598 751010301 36872.0 40250.0 34345.0 36830.0
7454 751208022 29893.0 31897.0 19767.0 20680.0
7455 751208023 26337.0 29407.0 20226.0 22900.0
7456 751208024 27960.0 32221.0 24603.0 25530.0
7457 751208025 283000 31893.0 238410 24500.0
7458 751208026 27389.0 31487.0 27139.0 29220.0

865 rows x 5 columns

The first step of my methodology was to determine which
variables best explain the median income for each IRIS
with multiple linear regression. The best way to optimize
the model was to split the data into three datasets (training,
testing, and validation). Moreover, to measure the model’s
reliability, I used the mean squares error. Since the main
objective was to classify the neighborhoods by their median
income, a random forest was more suitable for this task.
However, we need to use a baseline model for our case
multinomial logistic regression before using it. To verify
if the logistic regression has correctly classified my neigh-
borhoods, I used the accuracy and F1 scores. And then,
I could compare both the logistics regression and random
forest with the same metrics.
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4. Results

While I was trying to train to fit the data into the models, I
realized that I needed to create classes to classify the neigh-
borhood. Also, when I use the metrics for both multiple
linear regression and logistics regression, Python sends me
an error message like the figure below.

Figure 3. Scree shot of one message error from the notebook

Traceback (most recent call last)
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Thus, I could not even see which features importance from
the predictors could explain those predictor values.

5. Discussions

If I am in this situation, it is because I spent too much time
at the process the data. I also overestimated my ability in
Python and did not ask for help at the right time when I
needed it. If I could redo this project, I would first create a
new variable that would provide information on the social
classes for each neighborhood based in their median income;

¢ Poor class

* Working - class

L]

Middle class
* High middle class

* Wealthy class

The threshold would be established by one of the INSEE’s
studies that estimate who has estimated in a quantitative
way those five classes (figure 4). And then, I would reuse
the same method that I present in this paper.
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Figure 4. Chart representing the social classes in France based on
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