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Abstract
This project investigates the effects of hyper-parameters of two
deep learning algorithms (i.e., an ANN baseline model and a
CNN model)on the EuroSAT dataset. The dataset has 10 classes
of Land Use and Land Cover (LULC) Classifications. Evidently,
the pretrained ResNet50 model, performed better with an accu-
racy of 96.26% using the SGD optimizer. Fine-tuning the hyper-
parameters on the training and validation datasets showed differ-
ent results. This project is relevant for remote sensing tasks con-
cerning LULC change from any satellite imagery with the RGB
bands.

1 Introduction
Over the past decade, remote sensing (RS) computing has en-
abled users to instantly access and process vast amounts of data
from traditional workstations with state-of-the-art (and often very
expensive) hardware and RS software. Now we have moved to a
cloud-based platform that enables easier access processed geo-
data via user-friendly web-based interface and effective script-
ing languages (Tassi and Vizzari (2020)). The approach used
was based on a study by (Helber, Bischke, Dengel, and Borth
(2019)) which addresses the challenge of land use and land cover
classification using Sentinel-2 satellite images. The satellite im-
ages obtained from Sentinel-2 are openly and freely accessible
in the Earth observation program Copernicus. In a large region
of interest, earth observation through satellite systems based on
medium-resolution multi-spectral scanners is one of the most ef-
ficient and economical ways to obtain relevant information about
terrestrial natural resources and the vegetation conditions (Mall-
mann, PRADO, and Pereira Filho (2015)). Therefore, the use of
deep learning algorithms on satellite imagery of a given region
can provide valuable information the land features.
This study uses a convolutional neural network model called
ResNet50 which is effective for remote sensing tasks and further
fine-tuning was applied to the model to see which verison of the
model was the most efficient for the EuroSAT dataset.

2 Data
The dataset is based on Sentinel-2 satellite images covering 13
spectral bands and consisting out of ten LULC classes with a to-
tal 27,000 labeled and geo-referenced images. However, for this
project only data from three bands of the Sentinel-2 satellite were
used notably the Red, Green and Blue bands (link to the code at
the end of the paper).
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Moreover, the proposed dataset is based on open and freely ac-
cessible earth observation data, enabling a unique range of real-
world applications. The patches included in the dataset are from
cities spread over his 30+ countries in Europe, based on the cover-
age of the European Urban Atlas (Helber, Bischke, Dengel, and
Borth (2018)). The ten classes in this data are as follows: In-
dustrial , Residential,Annual Crop, Permanent Crop, River , Sea
Lake, Herbaceous Vegetation, Highway , Pasture as well as For-
est and they are illustrated in the figure 1 below

Figure 1: Illustration of a the ten classes used in EuroSAT dataset
from Sentinel-2 images?helber2018introducing)

3 Methods
The method workflow consists of main steps which were written
in the Python environment using Google Colab Interface (link to
the code at the end of the paper)

1. Accessing the EuroSAT dataset via tensorflow dataset. The
dataset is built-in in this module.

2. The next step involves the application of cross-validation.
The dataset was divided into training (80%), validation
(10%) and testing (10%) sets.
The idea behind the cross-validation is to provide an es-
timate of the model’s performance on data which has not
been seen.We can then then obtain a better understanding
of how well the model generalizes to new data.

3. The definition of certain variable used for the ResNet
model; notably the number of epochs, the batch size, the
buffer size and the image size which was constant through
out the analysis.

4. The next step involved the application of data augmenta-
tion. The "tf.image.resize" function in the Tensorflow mod-
ule was used to resize the target images. This technique is
used to artificially increase the size of the dataset by gener-
ating modified versions of existing data in order to improve
the performance of a model.

5. Building the ResNet50 involved the use of Keras which
have pretrained models.
These pretrained models were trained using the Imagenet
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dataset(a large dataset of images that is commonly used for
training computer vision models) which has weights from
prior training. Its important to note that the model was al-
tered with and without the weights to see which version per-
formed better in the evaluation with the testing dataset.

6. Subsequently the model was compiled using certain hyper-
parameters ( notably loss, optimizer and metrics).
The optimizer was altered between Adam and Stochas-
tic Gradient Descent (SGD) to observe which version per-
formed better during evaluation

7. The models’ variants were fitted, run and plotted to view the
train and validation accuracy and losses.

8. Finally the model was evaluated using the test dataset and
tested to see its prediction.

4 Results

4.1 Significance of the weights
The first try to fine-tune the model was to see the effect of the
weights on the training and validation sets.

Figure 2: Illustration of train and validation data metrics for
their loss and accuracy after every epoch without the pre-trained
weights.

Its also important to note that this involved the use of "adam"
as optimizer, "accuracy" as metrics and "Sparse Categorical
Cross-entropy" as loss.

Figure 3: Illustration of train and validation data metrics for their
loss and accuracy after every epoch with the pre-trained weights.

4.2 Significance of the hyperparameters
The choice of optimizer was alternated between Stochastic gradi-
ent descent (SGD)4 and Adam (Adaptive Moment Estimation)5.
The ResNet50 model loss and accuracy when using the SGD and
Adam on the test data are illustrated below.

Figure 4: Evaluation score on test data when using SGD opti-
mizer.
Illustration the loss and accuracy

The final step involved the predictive accuracy of the ResNet50
model and it provided images of the different classes based on its
accuracy level. The image 6 shows an example of classes pre-
dicted using the "Adam" optimizer. The red labelled class at the
top right corner is a wrong prediction.

Figure 5: Evaluation score on test data when using Adam opti-
mizer.
Illustration the loss and accuracy

Figure 6: Evaluation score on test data when using Adam opti-
mizer. // Illustration the loss and accuracy

5 Discussion
In general, it is recommended to use pre-trained weights as a
starting point when training a CNN for image classification.In
image 2 the weights were ignored leading to a poor accuracy af-
ter 5 epoch while the inclusion of the weights in image 3.
These weights are typically trained on large datasets such as
ImageNet. The imagenet dataset contains a large number of
images labeled with thousands of different object classes.Pre-
trained weights also act as strong initializations, they help to
avoid overfitting and they can also be used as a form of trans-
fer learning . The use of pretrained models also assume that the
images are preprocessed in a specific way and several cases they
may expect the inputs to be scaled from 0 to 1, or –1 to 1 (Géron
(2022)).
The use of ResNet for this project was ideal becauseit was used
to win the ILSVRC 2015 challenge. Moreover, the layout of its
architecture enables it to possess large number of layers which
enables it to learn very complex patterns in the data, which may
be necessary for accurately classifying satellite images. Another
strenght of the resnet is its use of residual connections allowing
the model to learn the residual (i.e., the difference between the
input and the desired output) instead of the actual output. Figure
7 shows how the residual learning occurs in the ResNet structure.

Figure 7: Illustration of the residual learning of ResNet.(Géron
(2022))
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The application of the ResNet50 on the EuroSAT dataset by
(Helber et al. (2019)) had an accuracy of over 98% which is
higher than our based accuracy score using SGD optimizer. How-
ever, this could be due the use of the dataset containing all 13
spectral bands.

6 Conclusion
Using ResNet50 for satellite image classification could be a pow-
erful and effective deep learning model for this task as ResNet50
can effectively learn and classify features from satellite im-
ages.The use of SGD 4 as optimizer and the inclusion of the
weights provided an overall accuracy of an accuracy of 96.26%
which is acceptable .
It has been demonstrated on various satellite imagery datasets and
can learn and classify features at multiple scales. This is impor-
tant for accurately classifying objects in satellite imagery. More-
over, using ResNet50 improves the accuracy and efficiency of
satellite image classification, making it a valuable tool for vari-
ous applications. It important to point out that other models can
obtain similar or better score and it all depends on the dataset and
the type of fine-tuning that was carried out for said model.
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